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Abstract

In this paper, a new neural network enhanced synchronized control approach is proposed for multiple robotic manipulators systems (MRMS) based on leader-follower network communication topology. The justification of introducing two adaptive Radial Basis Function Neural Networks (RBF NN), also called neuro agents, is to facilitate the whole control system design and analysis. Otherwise such design is impossible with classical analytical procedure. The first agent is the neuro-compensator to accommodate uncertainty associated with the follower manipulators, and the second agent is the neuro-estimator to obtain acceleration of the leader manipulator. Correspondingly the stability analysis of the designed control system is formulated with Lyapunov method. Finally numerical bench tests under various critical conditions are conducted to validate the effectiveness of the proposed approach.
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1 Introduction

It has been increasingly important to employ multiple robotic manipulators to execute a commonly or interactively simultaneously shared task in modern manufacturing such as assembling, transporting, painting and welding, just to name a few \cite{1-4}. Such multiple manipulators, if not yet, will have more functions in space and deep seas exploration. The aforementioned industrial applications require large maneuverability and
manipulability, in which a single robotic manipulator cannot undertake easily or even impossibly. To effectively achieve these largely demanded task functionalities, an effective solution has been to use cooperative or coordinated MRMS [5, 6]. Conventional centralized and/or decentralized robot control algorithms have not addressed coordination/cooperation tasks [7, 8]. Note that most of existing coordinated control algorithms, such as cooperative control and master-slave control, require to measure internal force in implementation. It is known that internal force measurement is very difficult in practice. In the point of practical view, synchronization, coordination and cooperation are intimately linked subjects and have been used as synonyms to describe such system characteristics [9]. With the deepening of the research, it is found that position synchronized control can coordinate MRMS without measuring internal force [10-13]. It has been noticed that control of such systems still stands as one of the challenging issues in the field of robot control.

Due to the good executable ability, much attention has been attracted by mechanical systems synchronized control. To justify the motivation and necessity of the proposed study, there must make a critical survey on the existing representative work, which scrutinizes the achievement and potential hard nut issues. In light of cross-coupling technology, an adaptive synchronized control algorithm has been designed for multi-robot assembly tasks [13]. A mutual synchronization control approach has been studied with velocity observer [14]. By removing some restrictive assumptions, an adaptive position synchronized control has been developed for multi-robots with flexible/rigid constraints [15]. Sliding mode position synchronized control algorithm has been developed for MRMS, which has strong robustness [16, 17]. Passivity framework has been used in synchronization bilateral teleoperators, which can deal with bounded time delay [18]. It should be mentioned that most of the existing synchronized control approaches of MRMS use undirected communication networked topology graphs which assumed that at least each two neighboring manipulators can communicate with each other. However, the directed communication networked topology graphs are more appropriate in practice due to communicating cost and/or networked failure [19]. In this paper, a leader-flower based directed graph is used to describe the communicating networked topology. Note that leader-follower directed graph can achieve MRMS tracking synchronization which is more useful than that of leaderless synchronized control in industrial applications [3, 4]. In light of graph theory, a novel synchronization error is initially defined and used to design the synchronized controller for MRMS. By using the weighted matrix and Laplacian matrix in the proposed synchronization error design, the new synchronization error is different from the existing ones in nature.

System uncertainty of robotic manipulator may be induced by modeling error, backlash, friction, external disturbance and so forth, which deteriorates system control performance seriously. It should be accommodated in synchronized controller design. NN has strong learning ability and can approximate almost all of nonlinear
function [20]. It has found that NN can estimate system uncertainty of robotic manipulator online effectively. Some NN based adaptive control algorithms are designed for single robotic manipulator [21-23]. Note that the mentioned NN based control algorithms are appropriate for the single robotic manipulators but cannot be used to the MRMS. Some indispensable extensions are required to design NN based synchronized controller according to the MRMS’s kinematics and dynamics properties. It is not trivial to design the new RBF NN based adaptive law for MRMS because the leader-follower based synchronization error and graph weighted adjacency matrices should be embedded into it. The motivations of using RBF NN in MRMS are two folds: (1) It can compensate follower manipulators’ system uncertainty online and then reduces the controller design complexity. (2) It can estimate the leader manipulator’s acceleration online which is very difficult to measure in practice. Most of the leader-follower control algorithms assume that the bound of the acceleration should be given before the controller design [24] or complex observer should be used for the estimation [25]. In summary, using RBF NN in synchronized control of MRMS is novel, efficient, and challenging in designing such class of control systems and can simplify the controller design.

By using the leader-follower communicating topology and NN online learning technique, a new synchronized control algorithm with neuro-agents is developed for MRMS in this study. The proposed synchronized controller has the following characteristics: the leader-follower based synchronization error, RBF NN based follower manipulators’ modeling error compensator and RBF NN based leader acceleration estimator. The neural network weighting parameters can be updated by an adaptive law online. The closed loop control is guaranteed to be stable by Lyapunov method. The robotic manipulators can track the leader’s trajectory in a synchronous manner. In summary, the control algorithm is interesting and novel due to the use of new synchronization error, enhanced with the two neuro agents, RBF dynamic compensator and the estimator in MRMS. Especially, the RBF acceleration estimator of leader manipulator can relax the assumption that the leader acceleration bound should be known during the controller design. This assumption has been used in most of leader-follower multi-agent control systems.

In general, from the study, such control law design procedure can be summarized with the following 5 steps:

*Step 1:* Define a leader-follower type synchronization error which is more in line with industrial practice [18].

*Step 2:* Design RBF based online compensator to deal with system uncertainty and RBF based online estimator to deal with the leader’s acceleration. Note that RBF is a universal approximate function which can estimate almost all nonlinear function, which can simplify the controller design greatly [26-28].

*Step 3:* Reform the MRMS dynamic model after the above two step operations. Note that this will be simplified as a second order system with small modeling errors.
Step 4: Design an adaptive synchronized control law by using Lyapunov methods [29].

Step 5: Stability analysis should be given to lay a foundation for the safety use of the proposed approach.

This study integrates several principles across modeling, neuro computing, system and control domains for MRMS, such as leader-follower directed graph, RBF NN compensation and estimation, synchronized control and so on. Fairly speaking, there are many approaches enabling to design the synchronized controllers for MRMS. However, the proposed approach is more practical, simple and systematical. In the point of view of the authors, this study may present an alternative but more effective solution for MRMS with new insight and application incentive.

The rest of this study is organized as follows. In section 2, synchronization error is defined in the concept of directed graph and leader-follower topology. In section 3, RBF NN scheme is elaborated to compensate the modeling error of robotic manipulator and to estimate the joint acceleration of leader manipulator. In section 4, the new synchronized control algorithm is developed with stability analysis. In section 5, illustrative examples are presented to validate the performance of the designed scheme. Finally, in section 6, some concluding remarks are given to complete the study.

2 Leader-follower based synchronization error

In this section, some basic concepts on algebraic graph theory are introduced to lay a foundation for MRMS synchronized control. The leader-follower based synchronization error is defined in light of these concepts.

A. Concepts on graph theory and leader-follower system

Consider a leader-follower system consisting of one leader and \( n \) followers. Let \( \mathcal{G} = \{ \mathcal{V}, \mathcal{E} \} \) be a directed graph, in which \( \mathcal{V} = \{0, 1, 2, \ldots, n\} \) is the set of nodes. Node \( i \) denotes the \( i \)th robotic manipulator. \( \mathcal{E} \) is the set of edges. An edge of \( \mathcal{G} \) is represented by an ordered pair \((i, j)\). \((i, j) \in \mathcal{E}\) if and only if the \( i \)th manipulator can send information to the \( j \)th manipulator directly, but not necessarily vice versa. Unlike the directed graph, the pairs of nodes on an undirected graph are unordered, in which the edge \((i, j)\) means that manipulator \( i \) and \( j \) can obtain information from each other. Hence, the undirected graph is a special case of a directed graph. A directed tree is a directed graph, where every node has an exact parent except for the root, and the root has a directed path to every node. A directed spanning tree of \( \mathcal{G} \) is a directed tree that contains all nodes of \( \mathcal{G} \) [30].

Suppose the MRMS has \( n + 1 \) \( m \)-link full actuated robotic manipulator including one leader and \( n \) followers. Let \( A = (a_{ij}) \in R^{(n+1)m \times (n+1)m} \) be the weighted adjacency matrix of \( \mathcal{G} \) with nonnegative elements,
where \( a_{ij} \in \mathbb{R}^{m \times m} \geq 0 \) with \( a_{ij} > 0 \) if there is an edge between manipulator \( i \) and manipulator \( j \). Let \( D = \text{diag}(d_0, d_1, \cdots, d_n) \in \mathbb{R}^{(n+1)m \times (n+1)m} \) be a block diagonal matrix, where \( d_i = \sum_{j=0}^{n} a_{ij} \) for \( i = 0, 1, \cdots, n \).

Then, the Laplacian of the weighted graph can be defined as

\[
L = D - A \in \mathbb{R}^{(n+1)m \times (n+1)m}
\]

The connection weight between the follower manipulator and the leader manipulator is denoted by \( b_i \in \mathbb{R}^{m \times m} \) with \( b_i > 0 \) if there is an edge between them. Two theorems summarize the existing results on Laplacian matrix and graph theory.

**Theorem 1.** [31] The directed graph \( \mathcal{G} = \{\mathcal{V}, \mathcal{E}\} \) has a directed spanning tree if and only if \( \{\mathcal{V}, \mathcal{E}\} \) has at least one node with a directed path to all other nodes.

**Theorem 2.** The Laplacian matrix \( L \) of a directed graph \( \mathcal{G} = \{\mathcal{V}, \mathcal{E}\} \) has at least \( m \) zero eigenvalue and all of the nonzero eigenvalues are in the open right-half plane. In addition, \( L \) has exactly \( m \) zero eigenvalue if and only if \( \mathcal{G} \) has a directed spanning tree. Furthermore, \( \text{Rank}(L) = nm \) if and only if \( L \) has \( m \) simple zero eigenvalues.

**Proof:** The theorem can be proved easily along the method in [32].

**B. Dynamic equation of robotic manipulators**

Consider the \( m \)-link full actuated robotic manipulator. Its dynamic equation can be given as [33]:

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \tau
\]

where \( q, \dot{q}, \ddot{q} \in \mathbb{R}^m \) are the joint position, velocity and acceleration, respectively. \( M(q) \in \mathbb{R}^{m \times m} \) is symmetric positive definite inertia matrix, \( C(q, \dot{q})\dot{q} \in \mathbb{R}^m \) is Coriolis and centripetal force vector, \( G(q) \in \mathbb{R}^m \) is gravitational force vector, \( \tau \in \mathbb{R}^m \) is joint torque vector.

Suppose leader manipulator dynamic equation is expressed as:

\[
M_l(q_l)\ddot{q}_l + C_l(q_l, \dot{q}_l)\dot{q}_l + G_l(q_l) = \tau_l
\]

The dynamics of \( i \)th follower manipulator is expressed as:

\[
M_{0i}(q_i)\ddot{q}_i + C_{0i}(\dot{q}_i, q_i)\dot{q}_i + G_{0i}(q_i) = \tau_i + f_i(\dot{q}_i, q_i), \quad i = 1, \cdots, n
\]

where \( M_{0i}(q_i) \), \( C_{0i}(\dot{q}_i, q_i) \) and \( G_{0i}(q_i) \) are nominal part of robotic manipulator dynamics, \( f_i(\dot{q}_i, q_i) = -\Delta M_i(q_i)\ddot{q}_i - \Delta C_i(\dot{q}_i, q_i)\dot{q}_i - \Delta G_i(q_i) \) is the system uncertainty.

**C. Leader-follower based synchronization error**

The MRMS has \( n+1 \) robotic manipulators, in which leader manipulator indexed by 0 and follower
manipulators indexed by $1, \cdots, n$. The topology relationships among the leader and followers are expressed by a directed graph $G = \{V, E\}$ with $V = \{0, 1, 2, \cdots, n\}$ and the adjacent matrix:

$$A = \begin{bmatrix} 0_m & 0_m & \cdots & 0_m \\ a_{10} & a_{11} & \cdots & a_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \cdots & a_{nn} \end{bmatrix} \in \mathbb{R}^{(n+1)m \times (n+1)m}$$ (5)

where $0_m \in \mathbb{R}^{m \times m}$ is a zero matrix, $a_{ij} \in \mathbb{R}^{m \times m} > 0$.

Let $\tilde{G} = \{\tilde{V}, \tilde{E}\}$ as the subgraph of $G$, which is formed by the follower manipulators and let:

$$\tilde{A} = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \cdots & a_{nn} \end{bmatrix} \in \mathbb{R}^{nm \times nm}$$ (6)

Let $\tilde{D} = \text{diag}(\tilde{d}_1, \cdots, \tilde{d}_n) \in \mathbb{R}^{nm \times nm}$ be a block diagonal matrix with $\tilde{d}_i = \sum_{j=1}^{n} a_{ij}$ for $i = 1, \cdots, n$. It is obvious that the Laplacian of the subgraph $\tilde{G}$ can be defined as:

$$L = \tilde{D} - \tilde{A}$$ (7)

For simplicity, assume that:

$$a_{ij} = \begin{cases} I_m, & \text{if } (j, i) \in E \\ 0_m, & \text{otherwise} \end{cases}$$ (8)

where $I_m \in \mathbb{R}^{m \times m}$ is an identity matrix.

Let the connection weight between follower manipulator $i$ and the leader is defined as:

$$\tilde{B} = \text{diag}(b_1, b_2, \cdots, b_n)$$ (9)

where $b_i$ is defined as:

$$b_i = \begin{cases} I_m, & \text{if manipulator } i \text{ is connected to the leader} \\ 0_m, & \text{otherwise}\end{cases}$$ (10)

**Assumption 1.** The joint position and velocity of the leader manipulator are available to its neighbors only.

**Definition 1.** Suppose the communication topology of the MRMS is a directed spanning tree. The synchronization error is defined as

$$\begin{cases} e_i^p = \sum_{j=1}^{n} a_{ij} (q_j - q_i) + b_i (q_l - q_i) \\ e_i^v = \sum_{j=1}^{n} a_{ij} (\dot{q}_j - \dot{q}_i) + b_i (\dot{q}_l - \dot{q}_i) \end{cases}$$ (11)

**Remark 1.** Partly illumined by multi-agent consensus error [24], synchronization error is defined by (11). According to (11), the synchronization here means that each follower manipulator can track the leader manipulator’s position while synchronizes its motion with the neighbors. Though the leader’s position and velocity are only available to its neighbors its effects can be transferred to other followers indirectly due to the directed spanning tree. This synchronization error is fully different from the existing ones [13, 14, 16, 17]. The directed graph based synchronized error is more practical than the existing undirected graph based ones.

The synchronization error dynamics can be written as:
Define some vectors and matrices as follows:

\[
\begin{align*}
Q_F &= [q_1^T, \ldots, q_n^T]^T, \quad \dot{Q}_F = [\dot{q}_1^T, \ldots, \dot{q}_n^T]^T, \quad T_F = [\tau_1^T, \ldots, \tau_n^T]^T, \quad F_F = [f_1^T, \ldots, f_n^T]^T, \quad E_p = [(e_1^p)^T, \ldots, (e_n^p)^T]^T, \\
E_v &= [(e_1^v)^T, \ldots, (e_n^v)^T]^T, \quad M_F = \begin{bmatrix} M_{01}(q_1) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & M_{0n}(q_n) \end{bmatrix}, \quad C_F = \begin{bmatrix} C_{01}(q_1, q_1) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & C_{0n}(q_n, q_n) \end{bmatrix}, \quad G_F = [G_{01}(q_1), \ldots, G_{0n}(q_n)]^T.
\end{align*}
\]

Then, (12) can be written in the matrix form:

\[
\begin{align*}
\dot{E}_p &= E_v \\
\dot{E}_v &= (\dot{L} + \dot{B})M_F^{-1}(C_F \dot{Q}_F - G_F + T_F + F_F) - \dot{B}M_F^{-1}(C_L(q, q_1)\dot{q} - G_L(q) + \tau_i)
\end{align*}
\]

where \( I = [I_{m_1}, \ldots, I_{m_n}]^T \in \mathbb{R}^{m \times m} \).

**Theorem 3.** Consider MRMS (3) and (4) with a directed graph \( G \) communication topology, if \( G \) has a directed spanning tree and \( E_p = 0 \) and \( E_v = 0 \), then

\[
\begin{align*}
[q_1^T, \ldots, q_n^T]^T &= Iq_i \\
[\dot{q}_1^T, \ldots, \dot{q}_n^T]^T &= I\dot{q}_i
\end{align*}
\]

**Proof:** By using the similar proof procedure in [24], the result can be proved easily.

### 3 RBF neural network compensator and estimator for robotic manipulators

In this section, some RBF NN concepts will be introduced. Then two neuro-agents, that is, RBF based dynamic compensator and the leader joint acceleration estimator will be designed for MRMS.

**A. Concepts on RBF neural networks**

RBF NN has some desirable features such as local adjustment of weights and mathematical tractability, which attracted larger numbers of attentions in researches and applications. RBF NN with adaptive weights is addressed in [26]. RBF NN can be used in adaptive control of nonlinear system, in which RBF NN can adaptively compensate for the nonlinear dynamics [27]. As feedforward networks, RBF NN can mapping an input vector \( x \) to an output vector \( y \). A RBF NN can be expressed by [20]:

\[
\phi_i = g(\|x - c_i\|^2 / \sigma_i^2), \quad i = 1, 2, \ldots, n^*
\]

\[
y = W\phi(x)
\]

where \( x \in \mathbb{R}^{m_r} \) is the input, \( \phi = [\phi_1, \phi_2, \ldots, \phi_{n^*}]^T \in \mathbb{R}^{n^*} \) is the output of the hidden layer, \( y \in \mathbb{R}^{m_r} \) is the output of the network., \( W \in \mathbb{R}^{m_r \times n^*} \) is the weight matrix, \( c_i \in \mathbb{R}^{m_r} \) and \( \sigma_i > 0 \) are the center and width of the
ith kernel unit respectively. In RBF networks, \(\|\cdot\|\) usually denotes the Euclidean norm. The continuous function \(g: [0, \infty) \to R\) is the activation function which is often chosen to be the Gaussian function \(g(\alpha) = \exp(-\alpha)\). It can be seen that each kernel node in the RBF NN computes an output that depends on a radially symmetric function, and usually the strongest output is obtained when the input is near the centroid of the node.

**Remark 2.** Note that under some mild assumptions RBF NN has a universal approximate ability to approximate almost all continuous functions over a compact set to any degree of accuracy [27]. Accordingly the RBF networks can be used to approximate the follower robotic manipulators’ dynamic uncertainty \(f_i(\dot{q}_i, \dot{q}_i), \ i = 1, \ldots, m\) and the leader’s joint acceleration \(\ddot{q}_l\).

Based on the existing results on the RBF neural networks, the following assumptions are made before the controller design [28].

**Assumption 2.** Given a positive number \(\varepsilon_0\) and a continuous function \(f(x): \delta \to \mathcal{R}, \ \delta \in R^{m_r}\) is a compact set, there is a weight matrix \(\theta\) and a positive integer \(n^*\) such that the output \(\hat{f}(x, \theta)\) of the neural networks with \(n^*\) nodes satisfies

\[
\max_{x \in \delta} \|\hat{f}(x, \theta) - f(x)\| \leq \varepsilon_0
\]

where \(n^*\) depends on \(\varepsilon_0\) and \(f(x)\).

**Assumption 3.** The output \(\hat{f}(x, \theta)\) of the neural networks is continuous with respect to its arguments for all finite \((x, \theta)\).

**B. RBF neural networks based dynamic compensator for follower manipulators**

Design feedforward compensating controller:

\[
\tau_{oi} = C_{oi}(\ddot{q}_l, q_l) \ddot{q}_l + G_{oi}(q_l)
\]  

(16)

Let \(\tau_i = \tau_{oi} + M_{oi}(\tau_i)\) and substitute \(\tau_i\) into (3):

\[
\ddot{q}_i = \tau_{si} + M_{oi}^{-1}(q_l)f_i(q_l, \dot{q}_l), \ i = 1, \ldots, n
\]  

(17)

Let \(h_i(q_l, \dot{q}_l) = M_{oi}^{-1}(q_l)f_i(q_l, \dot{q}_l)\) and substitute it into (17):

\[
\ddot{q}_i = \tau_{si} + h_i(q_l, \dot{q}_l), \ i = 1, \ldots, n
\]  

(18)

Define \(x_i = \left[(e_i^p)^T, (e_i^n)^T\right]^T\), it is obvious that \(h_i(q_l, \dot{q}_l)\) is a function of \(x_i\). According to the RBF neural networks results, the nonlinear function \(h_i(x_i)\) can be approximated by a static RBF neural network with output \(\hat{h}_i(x_i, \theta_i)\), in which \(\theta_i \in R^{n^*}\). Suppose \(\theta_i^*\) is the optimal weight values to approximate \(h_i(x_i)\) for \(x_i\) belong to a compact set \(\delta(N_{\pi_x}) \subset R^{2m}\) which is defined as \(\delta(N_{\pi_x}) = \{x_i: \|x_i\| \leq N_{\pi_x}\}\).

**Notation 1.** For a matrix \(R\), Frobenius matrix norm is defined as \(\|R\|^2_F = \sum_{ij}|r_{ij}|^2 = tr(R^TR) = tr(RR^T)\).
**Assumption 4.** All the weights belong to a large compact set $\mathcal{B}(\mathbf{M}_{\theta_l}) \triangleq \{ \theta_l : \|\theta_l\|_F \leq M_{\theta_l} \}$, $M_{\theta_l} > 0$ is a positive number.

The optimal weight $\theta_l^*$ is defined as the element in $\mathcal{B}(\mathbf{M}_{\theta_l})$ that can minimize the function $\|\hat{h}_i(x_i, \theta_l) - h_i(x_i)\|$ for $x_i \in \mathcal{B}(N_{x_i})$, that is:

$$\theta_l^* \triangleq \arg\min_{\theta_l \in \mathcal{B}(\mathbf{M}_{\theta_l})} \left\{ \sup_{x_i \in \mathcal{B}(N_{x_i})} \|\hat{h}_i(x_i, \theta_l) - h_i(x_i)\| \right\} \tag{19}$$

Then (18) can be written as:

$$\ddot{q}_i = \tau_{1l} + \ddot{\hat{h}}_i(x_i, \theta_l^*) + \left( h_i(x_i) - \ddot{\hat{h}}_i(x_i, \theta_l^*) \right), \quad i = 1, \ldots, n \tag{20}$$

**Remark 3.** In the adaptive law design, the estimation of $\theta_l^*$ can be restricted in the compact set $\mathcal{B}(\mathbf{M}_{\theta_l})$ by using projection approach, which will be specified in the next section.

Define modeling error caused by RBF NN as:

$$\eta_l \triangleq h_i(x_i) - \hat{h}_i(x_i, \theta_l^*) \tag{21}$$

It is bounded by a finite positive constant:

$$\eta_{0l} \triangleq \sup_{x_i \in \mathcal{B}(N_{x_i})} \|h_i(x_i) - \hat{h}_i(x_i, \theta_l^*)\| \tag{22}$$

By using the RBF NN properties, $\hat{h}_i(x_i, \theta_l^*)$ can be expressed in the following form:

$$\hat{h}_i(x_i, \theta_l^*) = \theta_l^* \phi_l(x_i) \tag{23}$$

where $\theta_l^* \in \mathbb{R}^{m \times n^*}$ is optimal weight values matrix and $\theta_l^* \leq M_{\theta_l}$, $\phi_l(x_i) \in \mathbb{R}^{n^*}$ is output of the hidden layer of RBF NN, here it is the regressor.

By using (21) and (23), (20) can be written as:

$$\ddot{q}_i = \tau_{1l} + \theta_l^* \phi_l(x_i) + \eta_l, \quad i = 1, \ldots, n \tag{24}$$

Let $\hat{\theta}_l^*$ be the estimation of $\theta_l^*$, then design a RBF neural networks based compensator as:

$$\tau_{2l} = -\hat{\theta}_l^* \phi_l(x_i) \tag{25}$$

Let $\tau_{1l} = \tau_{3l} + \tau_{2l}$, substitute $\tau_{1l}$ into (24):

$$\ddot{q}_i = \tau_{3l} + \theta_l^* \phi_l(x_i) - \hat{\theta}_l^* \phi_l(x_i) + \eta_l, \quad i = 1, \ldots, n \tag{26}$$

Define the estimation error of $\theta_l^*$ as:

$$\ddot{\hat{\theta}}_l^* = \hat{\theta}_l^* - \theta_l^* \tag{27}$$

Then (26) can be expressed as:

$$\ddot{q}_i = \tau_{3l} - \ddot{\hat{\theta}}_l^* \phi_l(x_i) + \eta_l, \quad i = 1, \ldots, n \tag{28}$$

According to the expressions of $\tau_{0l}$, $\tau_{1l}$ and $\tau_{2l}$, the control input $\tau_i$ is written as:

$$\tau_i = \xi_0(q_i, q_i) \ddot{q}_i + G_0(q_i) - M_0(q_i) \hat{\theta}_l^* \phi_l(x_i) + \xi_0 \tau_{3l}, \quad i = 1, \ldots, n \tag{29}$$

**Remark 4.** $\tau_{0l}$ and $\tau_{2l}$ are feedforward compensators. By using them, follower manipulator’s dynamic equation
can be simplified as (28). The term $\tilde{\theta}_i^*$ can be updated online by an adaptive law which will be designed in the next section.

C. RBF neural networks based acceleration estimator for leader manipulator

Substitute (29) into (12):
\[
\begin{align*}
\dot{e}_p^p &= e_v^p \\
\dot{e}_v^p &= \left(\sum_{j=1}^{n} a_{ij} \right) [\tau_{3i} - \tilde{\theta}_i^* \phi_i(x_i) + \eta_i] - \sum_{j=1}^{m} \left[ a_{ij} \tau_{3j} - a_{ij} \tilde{\theta}_j^* \phi_j(x_j) + a_{ij} \eta_j \right] - b_i \dot{q}_i
\end{align*}
\]  
(30)

Then, (30) can be expressed in the matrix form:
\[
\begin{align*}
\begin{cases}
\dot{E}_p = E_v \\
\dot{E}_v = (\tilde{L} + \tilde{B}) T + (\tilde{L} + \tilde{B}) \Theta - (\tilde{L} + \tilde{B}) \tilde{H} - \tilde{B} \dot{I} \dot{q}_i
\end{cases}
\end{align*}
\]  
(31)

where $T = [\tau_{31}, \cdots, \tau_{3n}]^T$, $\Theta = [\eta_1, \cdots, \eta_n]^T$, $\tilde{H} = [\phi_1^T(x_1), \tilde{\theta}_1^*, \cdots, \phi_n^T(x_n), \tilde{\theta}_n^*]^T$.

Because $\tau_i$ is the function of $q_i$ and $\dot{q}_i$, $\ddot{q}_i$, it is also the function of $\dot{q}_i$. Define $x_i = [q_i^T, \dot{q}_i^T]^T$, the nonlinear function $\ddot{q}_i(x_i)$ can be approximated by a static RBF NN with output $\tilde{q}_i(x_i, \theta_i)$, in which $\theta_i \in \mathbb{R}^{n^*}$.

\[
\tilde{q}_i(x_i, \theta_i) = \theta_i \phi_i(x_i)
\]  
(32)

Suppose $\theta_i^*$ is the optimal weight values to approximate $\ddot{q}_i(x_i)$ for $x_i$ belong to a compact set $\mathcal{B}(N_{x_i}) \subset \mathbb{R}^{2m}$ which is defined as $\mathcal{B}(N_{x_i}) \triangleq \{ x_i : \| x_i \| \leq N_{x_i} \}$.

Assumption 5. All the weights belong to a large compact set $\mathcal{B}(M_{\theta_i}) \triangleq \{ \theta_i : \| \theta_i \|_F \leq M_{\theta_i} \}$, $M_{\theta_i} > 0$ is a positive number.

The optimal weight $\theta_i^*$ is defined as the element in $\mathcal{B}(M_{\theta_i})$ that can minimize the function $\| \tilde{q}_i(x_i, \theta_i) - \ddot{q}_i(x_i) \|$ for $x_i \in \mathcal{B}(N_{x_i})$, that is:
\[
\theta_i^* \triangleq \text{arg min}_{\theta_i \in \mathcal{B}(M_{\theta_i})} \left\{ \sup_{x_i \in \mathcal{B}(N_{x_i})} \| \tilde{q}_i(x_i, \theta_i) - \ddot{q}_i(x_i) \| \right\}
\]  
(33)

Define modeling error caused by RBF NN as:
\[
\eta_i \triangleq \ddot{q}_i(x_i) - \tilde{q}_i(x_i, \theta_i^*)
\]  
(34)

It is bounded by a finite positive constant:
\[
\eta_{0i} \triangleq \sup_{\tau \geq 0} \| \ddot{q}_i(x_i) - \tilde{q}_i(x_i, \theta_i^*) \|
\]  
(35)

By using (34), (31) can be written as:
\[
\begin{align*}
\begin{cases}
\dot{E}_p = E_v \\
\dot{E}_v = (\tilde{L} + \tilde{B}) T + (\tilde{L} + \tilde{B}) \Theta - (\tilde{L} + \tilde{B}) \tilde{H} - \tilde{B} \dot{I} \ddot{q}_i + \eta_i
\end{cases}
\end{align*}
\]  
(36)

The RBF NN based leader manipulator joint acceleration estimator can be designed as follows:
\[
T_1 = (\tilde{L} + \tilde{B})^{-1} \tilde{B} \dot{I} \ddot{q}_i
\]  
(37)

Control law $T$ will be designed as:
\[
T = T_1 + T_2
\]  
(38)
Remark 5. $T_1$ is the leader joint acceleration estimator, its weight parameters $\hat{\theta}_i^*$ can be updated by an adaptive law online which will be specified in the next section.

4 Leader–follower based synchronized controller design

In this section the main results of this study will be summarized with stability analysis. For (36), in light of RBF neural network approximate ability, a leader–follower based adaptive synchronized control law can be designed for MRMS:

$$T_2 = (\hat{L} + \hat{B})^{-1}(-K_pE_p - K_vE_v)$$

(39)

Substitute (38) into (36), it yields:

$$\begin{align*}
\dot{E}_p &= E_v \\
\dot{E}_v &= -K_pE_p - K_vE_v - (\hat{L} + \hat{B})H + \hat{B}\hat{\theta}_i^*\phi_i(x_i) + (\hat{L} + \hat{B})\theta - BI{\eta}_l
\end{align*}$$

(40)

Let $E = [E_p^T, E_v^T]$, $A = \begin{bmatrix} 0 & I \\ -K_p & -K_v \end{bmatrix}$, $B_1 = \begin{bmatrix} 0 & 0 \\ -(\hat{L} + \hat{B}) \end{bmatrix}$, $B_2 = \begin{bmatrix} 0 & \hat{B}I \end{bmatrix}$, where $0$ and $I$ are zero matrix and identity matrix with appropriate dimensions. Then (40) can be rewritten as:

$$\dot{E} = AE + B_1(\hat{H} - \theta) + B_2(\hat{\theta}_i^*\phi_i(x_i) - \eta_l)$$

(41)

RBF neural networks based adaptive laws are designed as:

$$\dot{\hat{\theta}} = -\frac{1}{\gamma}B_2^TPE[\phi_i^T(x_i), \cdots, \phi_n^T(x_n)] - \frac{c}{\gamma}B_2^TH^TPE\hat{\theta}$$

(42)

$$c = \begin{cases} 1, & \text{if } \|\hat{\theta}\| = M_{\theta_i} \text{ and } H^T\hat{\theta}PPE > 0 \\ 0, & \text{otherwise} \end{cases}$$

(43)

$$\dot{\hat{\theta}}^* = -\frac{1}{\gamma}B_2^TPE\phi_i^T(x_i) - \frac{c}{\gamma}B_2^TH^TPE\hat{\theta}_i^*$$

(44)

$$c_i = \begin{cases} 1, & \text{if } \|\hat{\theta}_i\| = M_{\theta_i} \text{ and } \phi_i^T(x_i)(\hat{\theta}_i^*)^TPPE > 0 \\ 0, & \text{otherwise} \end{cases}$$

(45)

where $K_p, K_v \in R^{m \times m}$ are positive definite diagonal matrices, $\hat{\theta} = \text{diag}(\hat{\theta}_1, \cdots, \hat{\theta}_n) \in R^{m \times m}$, $\hat{\theta} = \text{diag}(\theta_1^*, \cdots, \theta_n^*) \in R^{m \times n}$, $H = [\hat{h}_1, \cdots, \hat{h}_n]^T$, $\Gamma, \Gamma_i > 0$ are positive constant, $M_{\theta_i} = \max_{i=1, \cdots, n}\{M_{\theta_i}\}$, $P$ is symmetric and positive definite matrix and satisfies Lyapunov equation $PA + A^TP = -Q$, $Q \succeq 0$.

Define the following equations:

$$B_1 = \begin{bmatrix} b_{11} & \cdots & b_{1n} \\ \vdots & \ddots & \vdots \\ b_{n1} & \cdots & b_{nn} \end{bmatrix}, \quad P = \begin{bmatrix} p_{11} & \cdots & p_{1n} \\ \vdots & \ddots & \vdots \\ p_{n1} & \cdots & p_{nn} \end{bmatrix}, \quad E = \begin{bmatrix} e_1 \\ \vdots \\ e_n \end{bmatrix}, \quad B_2 = \begin{bmatrix} b_{21} \\ \vdots \\ b_{2n} \end{bmatrix}$$

where $b_{ik} \in R^{m \times m}$, $p_{ij} \in R^{m \times m}$, $e_i \in R^{m \times m}$, $b_{2i} \in R^{m \times m}$, $i = 1, \cdots, 2n$, $k = 1, \cdots, n$, $j = 1, \cdots, 2n$.

The distributed form of (42)-(45) can be written as:

$$\tau_{ji} = \left(\Sigma_{j=1}^n(\hat{a}_{ij} + \hat{b}_i)\right)^{-1}\left(\Sigma_{j=1}^n\hat{a}_{ij}\tau_{3j} + \hat{b}_i\hat{\theta}_i^*\phi_i(x_i) - k_p e_i^p - k_v e_i^v\right)$$

(46)
\[
\dot{\hat{\theta}}_i^* = \frac{1}{\Gamma_i} \sum_{i=1}^{n} \left( (b_{ji}^T) P_{ij} e_i \right) \phi_f^T(x_i) - \frac{c_f \phi_f^T(x_i)(b_{ji}^T) P_{ij} e_i) \phi_f(x_i)}{M_{\theta_i}} \tag{47}
\]

\[
c_f = \begin{cases} 
1, \text{if } \|\hat{\theta}_i^*\|_F = M_{\theta_i} \text{ and } \phi_f^T(x_i) \left((b_{ji}^T) P_{ij} e_i \right) \phi_f(x_i) > 0 \\
0, \text{otherwise}
\end{cases} \tag{48}
\]

\[
\dot{\hat{\theta}}_i = -\frac{1}{\Gamma_i} \Xi_i P E \phi_f^T(x_i) - \frac{c_i \phi_f^T(x_i)(\hat{\theta}_i^*)^T \Xi_T P E \hat{\theta}_i^*}{M_{\theta_i}} \tag{49}
\]

\[
c_i = \begin{cases} 
1, \text{if } \|\hat{\Xi}\| = M_{\theta_i} \text{ and } \phi_f^T(x_i)(\hat{\theta}_i^*)^T \Xi_T P E > 0 \\
0, \text{otherwise}
\end{cases} \tag{50}
\]

**Remark 6.** With the adaptive operation (42)-(45), the weight matrices can be updated online. Therefore training data sets are not required in the proposed approach. This is different from the conventional Off-Line RBF NN modeling approaches which need the data sets for training in advance. The converging property can be guaranteed by the Lyapunov method, the details can be found in the following context.

**Theorem 4.** If the directed graph \( G \) has a directed spanning tree, then leader-follower based adaptive synchronized control law (29), (38), (42)-(45) can make the closed loop (41) to be stable under the Assumptions 1-5, that is, the synchronization error \( E_p \) and \( E_u \) converge to a small residual set.

**Proof:** Chose a Lyapunov function candidate:

\[
V = \frac{1}{2} \Xi^T P E + \frac{1}{2} \Gamma_f \|\hat{\Xi}\|_F^2 + \frac{1}{2} \Gamma_1 \|\hat{\theta}_i^*\|_F^2 \tag{51}
\]

where \( \hat{\Xi} \) and \( \hat{\theta}_i^* \) are defined as:

\[
\hat{\Xi} = \Xi - \hat{\Xi}, \quad \hat{\Xi} = \hat{\Xi} 
\]

\[
\hat{\theta}_i^* = \theta_i^* - \theta_i, \quad \hat{\theta}_i = \hat{\theta}_i \tag{52}
\]

Differentiating \( V \) with time along closed loop (41):

\[
\dot{V} = \frac{1}{2} \Xi^T (A^T P + PA) E + \left( H^T - \Theta^T \right) \Xi_T P E + \left( \phi_f^T(x_i)(\hat{\theta}_i^*)^T - \eta_i^T \right) \Xi_T P E + \Gamma_f \text{tr} \left( \Xi^T \Xi \right) + \Gamma_1 \text{tr} \left( \hat{\theta}_i^* \right) 
\]

Note that, \( A^T P + PA = -Q, \quad H^T \Xi_T P E = \text{tr} \left( \Xi_T P E H^T \right), \quad \phi_f^T(x_i)(\hat{\theta}_i^*)^T \Xi_T P E = \text{tr} \left( \Xi_T P E \phi_f^T(x_i)(\hat{\theta}_i^*)^T \right) \), then

(54) can be written as:

\[
\dot{V} = -\frac{1}{2} \Xi^T Q E + \Gamma_f \text{tr} \left( \Xi^T + \frac{1}{\Gamma_f} \Xi_T P E H^T \right)
\]

\[
+ \Gamma_1 \text{tr} \left( \hat{\theta}_i^* \right) \left( \hat{\theta}_i^* \right)^T + \frac{1}{\Gamma_i} \Xi_T P E \phi_f^T(x_i)(\hat{\theta}_i^*)^T \Xi_T P E - \Theta^T \Xi_T P E - \eta_i^T \Xi_T P E \tag{55}
\]

Note that \( H^T = [\phi_f^T(x_1), \cdots, \phi_f^T(x_n)]^T \), substitute adaptive law (42)-(45) into (55):

\[
\dot{V} = -\frac{1}{2} \Xi^T Q E - \Theta^T \Xi_T P E - \eta_i^T \Xi_T P E 
\]

\[
- \text{tr} \left( \frac{c_f R^T \Xi_T P E \Xi_T}{M_{\theta_i}} \Xi_T \right) - \text{tr} \left( \frac{c_i \phi_f^T(x_i)(\hat{\theta}_i^*)^T \Xi_T P E \hat{\theta}_i^* \right) \tag{56}
\]

Note that, the following inequality is always satisfied.

\[
\text{tr} \left( \frac{c_f R^T \Xi_T P E \Xi_T}{M_{\theta_i}} \Xi_T \right) = \frac{c_f R^T \Xi_T P E \Xi_T}{M_{\theta_i}} \text{tr} (\Xi_T \Xi_T - \Xi^T \Xi) \geq 0 \tag{57}
\]
By using projections (43) and (45), it is very easy to obtain (57) and (58). Let \( \chi = -\theta^T \mathbb{B}_1^T - \eta_t^T \mathbb{B}_2^T \), then (56) will be:

\[
\dot{V} \leq -\frac{1}{2} \mathbb{E}^T \mathbb{E} + \chi \mathbb{P} \mathbb{E}
\] (59)

Let \( \lambda_{\min}(Q) \) and \( \lambda_{\max}(P) \) denote minimum eigenvalue of matrix \( Q \) and maximum eigenvalue of matrix \( P \), respectively. Then, the following inequality will be:

\[
\dot{V} \leq -\frac{1}{2} \lambda_{\min}(Q) \| \mathbb{E} \|^2 + \| \chi \| \lambda_{\max}(P) \| \mathbb{E} \|
\]
\[
= -\frac{1}{2} \| \mathbb{E} \| (\lambda_{\min}(Q) \| \mathbb{E} \| - 2 \lambda_{\max}(P))
\] (60)

Because \( \| \eta_t \| \leq \eta_{0t} \) and \( \| \eta_t \| \leq \eta_{0t} \), \( \chi \) must be bounded and let:

\[
\chi_0 = \sup_{\tau \geq 0} \| \chi \|
\] (61)

\[
\dot{V} \leq -\frac{1}{2} \| \mathbb{E} \| (\lambda_{\min}(Q) \| \mathbb{E} \| - 2 \chi_0 \lambda_{\max}(P))
\] (62)

From (62), one can see that \( \mathbb{E} \) will converge to a residual set \( \{ \mathbb{E} : \| \mathbb{E} \| \leq 2 \frac{\lambda_{\max}(P)}{\lambda_{\min}(Q)} \chi_0 \} \). Hence \( x_i \) and \( x_l \) will be confined inside compacts \( \mathcal{B}(N_{x_i}) \) and \( \mathcal{B}(N_{x_l}) \), respectively. Then, all of the signals of the closed loop will be bounded. ■

**Remark 7.** The residual set is determined by \( \lambda_{\max}(P) \) and \( \lambda_{\min}(Q) \). Note that \( P \) is a solution of Lyapunov equation \( PA + A^T P = -Q \). \( A \) is mainly composed by controller gain matrices \( K_p \) and \( K_v \). If \( K_p, K_v \) and \( Q \) are given, \( P \) can be computed by using Matlab. The following example is used to show how \( K_p \) and \( K_v \) affect \( \lambda_{\max}(P) \).

**Example 1.**

Choose \( A = \begin{bmatrix} 0 & 1 \\ -K_p & -K_v \end{bmatrix} \), \( K_p = 0.1:0.1:10 \), \( K_v = 0.1:0.1:1 \), \( Q = \begin{bmatrix} 5 & 0 \\ 0 & 5 \end{bmatrix} \). By using Matlab command \( P = \text{lyap}(A, Q) \), \( P \) can be resolved. The relationship of \( \lambda_{\max}(P) \) with \( K_p \) and \( K_v \) is plotted in Figure 1.
Figure 1. Relationship of $\lambda_{\text{max}}(P)$ with $K_p$ and $K_v$

Figure 1 shows that $\lambda_{\text{max}}(P)$ decreases first and then increases as $K_p$ increases if $Q$ and $K_v$ are fixed. The maximum eigenvalue of the matrix $P$ decreases as $K_v$ increases, however it should be noted that the change rate of the maximum eigenvalue of the matrix $P$ will not significantly increase as $K_v$ is large enough.

Trial and error method can be used in controller parameters selection according to the relationship. First, select an appropriate $Q$ according to the expected converging speed. Second, select a large enough $K_v$ and then use the trial and error method to look for the best $K_p$. Finally, the previously tuned gains may need to be changed slightly by using a trial and error method.

The controller design procedure can be summarized as:

**Step 1:** Design RBF NN based compensator $\tau_i = C_{0i}(\dot{q}_i, q_i)\dot{q}_i + G_{0i}(q_i) - M_{0i}(q_i)\dot{\theta}_i^*\phi_i(x_i) + M_{0i}\tau_{3i}$, $i = 1, \cdots, n$ for follower manipulator $i$.

**Step 2:** Design RBF NN based acceleration estimator $T_1 = (\bar{L} + \bar{B})^{-1}B\dot{\theta}_i^*\phi_i(x_i)$ for leader manipulator.

**Step 3:** Design RBF NN adaptive synchronized controller as (39), (42)-(45), which can be written as distributed form (46)-(50).

**Step 4:** Stability analysis (51)-(62).

**Remark 8.** According to the design steps, the new synchronized control algorithm can be implemented with the enhanced functionality provided from the neuro-agents and leader-follower communicating topology. Its effectiveness can be validated by the stability analysis and the following illustrative examples.
5 Illustrative examples

In this section, 4 cases are presented to validate the performance of the proposed approach from various angles. Case 1 is the test of the proposed approach with 5 robotic manipulators. Case 2 is the test of the proposed approach with 9 robotic manipulators. Case 3 is the comparative test of a conventional feedback control method. Case 4 is the test of the proposed approach on the leader’s desired trajectory at different frequencies.

Suppose that all of the leader and follower manipulators had same dynamics which was given as:

\[
M_0(q)\ddot{q} + C_0(q, \dot{q})\dot{q} + G_0(q) = \tau + f
\]

\[
M_0(q) = \begin{bmatrix}
  J + m_1 + 2m_2 \cos(q_2) & m_1 + m_2 \cos(q_2) \\
  m_1 + q_0 q_2 \cos(q_2) & m_1
\end{bmatrix}
\]

\[
C_0(q, \dot{q}) = \begin{bmatrix}
  -m_2 q_2 \sin(q_2) & -m_2 (\dot{q}_1 + \dot{q}_2) \sin(q_2) \\
  m_2 \dot{q}_1 \sin(q_2) & 0
\end{bmatrix}
\]

\[
G_0(q) = \begin{bmatrix}
  m_3 g \cos(q_1) + m_4 g \cos(q_1 + q_2) \\
  m_4 g \cos(q_1 + q_2)
\end{bmatrix}
\]

\[
f = 0.2(M_0(q)\ddot{q} + C_0(q, \dot{q})\dot{q} + G_0(q))
\]

where \( J = 13.33, m_1 = 8.98, m_2 = 8.75, m_3 = 15, m_4 = 8.75, g = 9.8 \). The leader manipulator’s desired trajectory and velocity were specified as:

\[
\begin{align*}
q_1^d &= 1 + 0.2 \sin(0.5\pi t) \\
q_2^d &= 1 - 0.2 \cos(0.5\pi t) \\
\dot{q}_1^d &= 0.1\pi \cos(0.5\pi t) \\
\dot{q}_2^d &= 0.1\pi \sin(0.5\pi t)
\end{align*}
\]

Case 1. The proposed approach for 5 robotic manipulators

A leader-follower based MRMS composed of five manipulators was considered, where the leader was indexed by 0, and the four followers were indexed by 1,2,3,4, respectively. The communication topology graph is shown in Figure 2. Note that none of the rest followers could directly receive information from the leader, except follower 3 and follower 4. In the topology, follower 4 had no directed path to the other followers and the leader had directed paths to the all followers.
Figure 2. Directed graph of leader-follower system (5 robotic manipulators)

Consequently the adjacent matrix of the graph was set up as:

\[
A = \begin{bmatrix}
0_2 & 0_2 & 0_2 & 0_2 & 0_2 \\
0_2 & 0_2 & l_2 & l_2 & l_2 \\
0_2 & 0_2 & 0_2 & l_2 & 0_2 \\
l_2 & 0_2 & l_2 & 0_2 & 0_2 \\
l_2 & 0_2 & 0_2 & 0_2 & 0_2 \\
\end{bmatrix}
\]

Laplacian of the followers was:

\[
L = \begin{bmatrix}
3l_2 & -l_2 & -l_2 & -l_2 \\
l_2 & -l_2 & 0_2 & 0_2 \\
l_2 & 0_2 & -l_2 & 0_2 \\
0_2 & 0_2 & 0_2 & 0_2 \\
\end{bmatrix}
\]

Interconnection relationship that is the block diagonal matrix between the leader and its followers was given as:

\[
\bar{B} = \text{diag}(0_2, 0_2, l_2, l_2)
\]

The controller parameters were selected as: \(K_p = \text{diag}(2, \cdots, 2) \in \mathbb{R}^{8 \times 8}, \ K_v = \text{diag}(10, \cdots, 10) \in \mathbb{R}^{8 \times 8},\ \Gamma_f = 20, \ \Gamma_1 = 20.\)

Figure 3 is the position synchronization performance of joint-1 of the MRMS, where dashed line is the joint-1 position of leader manipulator, others are the joint-1 position of follower manipulators. Figure 4 is the position synchronization performance of joint-2 position of the MRMS. Figure 5 is the velocity synchronization performance of joint-1 of the MRMS, where dashed line is the joint-1 velocity of leader manipulator, others are the joint-1 velocity of follower manipulators. Figure 6 is the velocity synchronization performance of joint-2 of the MRMS. Simulation results of Figure 3-6 show that the followers’ joint position and velocity can converge to leader’s joint position and velocity with acceptable small residual errors.
Figure 3 Joint-1 position (the proposed approach for 5 robotic manipulators)

Figure 4 Joint-2 position (the proposed approach for 5 robotic manipulators)

Figure 5 Joint-1 velocity (the proposed approach for 5 robotic manipulators)
To show the relationship of synchronization errors with controller parameter matrices $K_p$ and $K_v$, the performances of different $K_p$ of synchronization error of joint-1 are shown in Figure 7. The values of $\|E\|$ under different $K_p$ are given in Table 1. The simulation results show that the synchronization errors will decrease first and then increase as $K_p$ increases. These results are consistent with the conclusion drawn from Example 1.

**Remark 9.** In classical theory, $K_p$ is the proportion gain. In general, the synchronization error will decrease as $K_p$ increases. If $K_p$ is larger than critical value the system will be oscillated or event un-stable. Then, the
synchronization error will increase after $K_p$ is larger than that value.

Table 1 The norm of synchronization errors of all joints with respect to different $K_p$

| Feedback gain | $||E||$ ($K_v = \text{diag}(10), \ 10 \leq t \leq 20 \text{ sec}$) |
|---------------|---------------------------------------------------------------|
| $K_p = \text{diag}(0.5)$ | 97.0807                                                       |
| $K_p = \text{diag}(1)$ | 4.6594                                                        |
| $K_p = \text{diag}(1.5)$ | 0.0936                                                        |
| $K_p = \text{diag}(2)$ | 0.0314                                                        |
| $K_p = \text{diag}(2.5)$ | 0.0287                                                        |
| $K_p = \text{diag}(3)$ | 0.0283                                                        |
| $K_p = \text{diag}(3.5)$ | 0.0292                                                        |
| $K_p = \text{diag}(4)$ | 0.0305                                                        |
| $K_p = \text{diag}(4.5)$ | 0.0318                                                        |
| $K_p = \text{diag}(5)$ | 0.0333                                                        |
| $K_p = \text{diag}(5.5)$ | 0.0344                                                        |
| $K_p = \text{diag}(6)$ | 0.0354                                                        |

Case 2. *The proposed approach for 9 robotic manipulators*

In this case, a leader-follower based MRMS composed of nine manipulators was tested, where the leader was indexed by 0, and the eight followers were indexed by 1, ⋯, 8 respectively. Figure 6 shows the communication topology graph with a directed spanning tree.

Consequently the adjacent matrix of the graph was set up as:
If the communication topology graph has a directed interconnection relationship that is the block diagonal matrix between the leader and its followers was given as:

$$\bar{B} = \text{diag}\{0_2, 0_2, l_2, l_2, 0_2, l_2, 0_2, l_2\}$$

The controller parameters were selected as: $K_p = \text{diag}(2, \cdots, 2) \in R^{16 \times 16}$, $K_v = \text{diag}(10, \cdots, 10) \in R^{16 \times 16}$, $\Gamma_f = 20$, $\Gamma_l = 20$.

Figures 9-12 show performance. It is obvious that the performances are satisfactory. In intuition the performance might be deteriorated greatly with the increase of robotic manipulators and/or the degree of freedom (DOF) of each robotic manipulator. However, the simulation results show the numbers of robotic manipulators almost do not affect the performances. This is because that the distributed control algorithm is used, in which each robotic manipulator computes the control law for itself. If the communication topology graph has a directed spanning tree, the proposed approach will make the closed loop to be stable. The numbers will not heavily influence the performance. In the case of increasing DOF, the performances will almost not be affected if each robotic manipulator has a controller with proper computing ability. Due to the space limitations, the simulation of high DOF case is omitted here. The readers can simulate it in MATLAB easily.
Figure 9 Joint-1 position (the proposed approach for 9 robotic manipulators)

Figure 10 Joint-2 position (the proposed approach for 9 robotic manipulators)
Figure 11 Joint-1 velocity (the proposed approach for 9 robotic manipulators)

Figure 12 Joint-2 velocity (the proposed approach for 9 robotic manipulators)

Case 3. The conventional feedback control

In this case, a conventional feedback consensus control law was used to control the 5 robotic manipulators. The communication topology graph is shown in Figure 2. The control law was designed as:

\[ \tau_i = C_{0i}(q_i, \dot{q}_i) \dot{q}_i + G_{0i}(q_i) \ddot{h}_l \sum_{j=1}^n (a_{ij} + b_j) \tau_{3j}^{\text{ref}} + M_{0i}(q_i) \ddot{h}_l + M_{0i}(q_i) \dddot{h}_l \]

\[ \tau_{3l} = (\sum_{j=1}^n (a_{ij} + b_j))^{-1} \left( \sum_{j=1}^n a_{ij} \tau_{3j}^{\text{ref}} + b_j \ddot{h}_l - k_p e_l^p - k_v e_l^v \right) \]
where $k_p = \text{diag}(2,2)$, $k_v = \text{diag}(10,10)$, $\hat{h}_l$ and $\hat{q}_l$ can be estimated by the designers’ experience.

This control law is a common consensus algorithm. It could be designed according to many existing methods, such as [19, 24]. The dynamics uncertainty and leader’s acceleration were estimated offline. Assumed the dynamic uncertainty $\Delta M_s(q_s) = 0.1M_0s$, $\Delta C_s(q_s, \dot{q}_s) = 0.1C_0s(q_s, \dot{q}_s)$, $\Delta G_s(q_s) = 0.1G_0s(q_s)$. The estimation of the system uncertainty $\hat{h}_l = 0.6h_l$ and the estimation of leader’s acceleration $\hat{q}_l = 0.8q_l$.

Figure 13 Joint-1 position (the conventional approach for 5 robotic manipulators)

Figure 14 Joint-2 position (The conventional approach for 5 robotic manipulators)
Figures 13-16 are the performances obtained from the conventional consensus control. It is obvious that the performances are not good. There are residual consensus errors. This is because that the system uncertainty and leader’ acceleration cannot be obtained accurately. This case also validates the necessity and effective of the proposed neuro-agents in estimating the system modeling error and leader’s acceleration.
Case 4. The proposed approach under different frequencies for the leader’s desired trajectory

This further test was used to tracking different frequencies for the leader’s desired trajectory. The communication topology graph is shown in Figure 2. The controller parameters were selected as those in Case 1.

The leaders’ trajectories used in Figures 15-18 were given as:

\[
\begin{align*}
q_1^d &= 1 + 0.2 \sin(0.1\pi t) \\
q_2^d &= 1 - 0.2 \cos(0.1\pi t) \\
q_1^d &= 0.02\pi \cos(0.1\pi t) \\
q_2^d &= 0.02\pi \sin(0.1\pi t)
\end{align*}
\]

The leaders’ trajectories used in Figures 19-22 were given as:

\[
\begin{align*}
q_1^d &= 1 + 0.2 \sin(3\pi t) \\
q_2^d &= 1 - 0.2 \cos(3\pi t) \\
q_1^d &= 0.6\pi \cos(3\pi t) \\
q_2^d &= 0.6\pi \sin(3\pi t)
\end{align*}
\]

From Figures 17-24, it can be seen that the performances of the proposed approach are good enough under different frequencies for the leader’s desired trajectory. Again, the simulation results validate the synchronized capability of the proposed approach.

Remark 10. In this paper, different frequencies of the leader’s desired trajectory are tested. The performances of the proposed approach are good and accepted. It is more interesting to find the explicit relationship between the frequency of the leader’s desired trajectory with the synchronization performance. However, it is not an easy job. Because most of existing synchronized control approaches are designed and analyzed in the time domain, which cannot give the explicit relationship between the frequency and the performance. The main purpose of this paper is to give a stable synchronized control based on the neural networks. The authors will consider synchronized controller design in the frequency domain in their following works.
Figure 17 Joint-1 position (the proposed approach for lower frequency, $f = 0.05\text{Hz}$)

Figure 18 Joint-2 position (the proposed approach for lower frequency, $f = 0.05\text{Hz}$)
Figure 19 Joint-1 velocity (the proposed approach for lower frequency, $f = 0.05\text{Hz}$)

Figure 20 Joint-2 velocity (the proposed approach for lower frequency, $f = 0.05\text{Hz}$)
Figure 21 Joint-1 position (the proposed approach for higher frequency, $f = 1.5$Hz)

Figure 22 Joint-2 position (the proposed approach for higher frequency, $f = 1.5$Hz)
Remark 10. In this paper, different frequencies of the leader’s desired trajectory are tested to show the acceptable performance. It is more interesting to find the explicit relationship between the frequency of the leader’s desired trajectory with the synchronization performance. However, it is not an easy job. Because most of existing synchronized control approaches are designed and analyzed in time domain, which cannot give the explicit formulation to link the frequency and the performance. The main purpose of this paper is to give a stable synchronized control based on the neural networks. The authors will consider synchronized controller design in
the frequency domain in their following work.

**Remark 11.** Although the inverse kinematics problem is very difficult such that the desired trajectory of most industrial serial robotic manipulators planned in their joint space, it is worthwhile pointing out that actually, this is not always the case. To plan trajectories in the joint space, usually, inverse kinematics problem needs to be resolved first, since most the time, the tasks carried out by the robotic manipulators are assigned in the task space except the robot manipulators are taught by operators via teach-pendants.

**Remark 12.** The proposed synchronized strategy can be applied to the coordinated control problem of multiple transport robotic manipulators only when the strict conditions that all the robotic manipulators are exactly the same and their bases are set up with the same orientation are satisfied. Under these two conditions, the relative positions of the robotic manipulators can be guaranteed to be constant after they can be synchronized, which is known to be a precondition to transport a common object. However, these two conditions cannot be met sometimes in real environment, which means that the proposed approach should be wisely used in applications.

### 6 Conclusions

By theoretical analysis and simulation demonstrations, a novel leader-follower based synchronized control framework has been initially constructed for MRMS. A directed graph based synchronization error is defined by using the leader-follower topology. In light of fully taking advantage of using the RBF NN and adaptive control principles, the proposed approach has well claimed capacity to compensate follower manipulators’ uncertainty and estimate leader manipulator’s acceleration in terms of convergence and stability. It is worth noting that the study has provided a good example to develop new solutions to the challenging and practically highly demanded issues encountered in MRMS. In addition this study provides an exemplary showcase with effectively to integrate several cross boundary theoretical results in the fields of control, parameter estimation, and neuro-computing, which reflects the philosophy of interdisciplinary study having been the tendency in emerging research. The immediate future work will be applying this new scheme to resolve some ad hoc problems (such as time delay and time varying information topology) commonly encountered in MRMS.
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