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1 Introduction

In the real world, there are a number of systems which can be modelled as dynamical equations composed of interconnections between a collection of lower-dimensional subsystems. Such classes of systems are called large-scale interconnected systems, which are often widely distributed in space (Lunze, 1992; Mahmoud, 2011; Sandell et al., 1978). A fundamental property of an interconnected system is that a perturbation of one subsystem can affect the other subsystems as well as the overall performance of the entire network. The purpose of control and monitoring paradigms from the domain of engineering within a large scale interconnected systems architecture is thus to minimise the effect of any perturbation or uncertainty on the overall system behaviour.

Large scale interconnected systems widely exist in society. A typical large scale interconnected system is the multi-machine power system (Wang et al., 1997; Yan et al., 2004). Other examples of large scale interconnected systems that present a great challenge to both system analysts and control designers include power networks, ecological systems, biological systems and energy systems (Mahmoud, 2011; Siljak, 1991).

For interconnected systems, the presupposition of centrality fails to hold due to either the lack of centralised information or the lack of centralised computing capability. When the number of subsystems is large, the computation time increases significantly if centralised control is employed. In the extreme case when information transfer among the subsystems is blocked, centralised control schemes simply cannot be applied. Even with engineered systems, issues such as the economic cost and reliability of communication links, particularly when systems are characterised by geographical separation, limit the appetite to develop centralised systems. From the perspective of economics and reliability, decentralised strategies are very
pertinent for large scale interconnected systems. This has motivated the application of decentralised control methodologies to interconnected systems (Xie and Xie, 2000; Jiang, 2002; Liu et al., 2007; Panagi and Polycarpou, 2011). In Yang et al. (1998), a decentralised load-frequency controller design problem is translated into an equivalent problem of decentralised control design for a multi-input multi-output (MIMO) control system. A recent survey paper (Bakule, 2008) has covered several decomposition approaches such as disjoint subsystems, overlapping subsystems, symmetric composite systems, multi-time scale systems and hierarchically structured systems to simplify the analysis and synthesis tasks for large-scale systems to reduce the computation complexity.

Decentralised control for large-scale interconnected systems has been studied extensively. The application of decentralised schemes has dominated practice in industry due to the advantages of flexibility in operation, tolerance of failure and simplified design and tuning (Garelli et al., 2006). Research on large-scale interconnected systems analysis and synthesis can be traced back to at least the 1970s, and the survey paper (Sandell et al., 1978) clearly shows the development of this topic at that time when almost all of the work was focused on linear cases. With the advancement of technology and increasing requirements for high levels of performance, specifically in recent years, the dynamic systems used to model reality have become more complex involving nonlinearity, uncertainty, time delay and interconnection. Therefore, the study of complex interconnected systems has become increasingly important. The interest in this subject has been revived by new developments in nonlinear systems and control. This paper will review the past and recent results for both linear and nonlinear large-scale interconnected systems: decentralised schemes based on modern control approaches such as variable structure control, adaptive control and backstepping approaches, are covered; decentralised control for a class of interconnected systems with symmetric and similar structures is included; the decentralised control for singular large scale systems is reviewed as well. Some interesting/open issues will be highlighted for future discussion.

2 Fundamental concept

From the mathematical point of view, a nonlinear large scale interconnected system composed of \( N \) \( n_i \)-th order subsystems can be described by

\[
\begin{align*}
\dot{x}_i &= f_i(t, x_i) + g_i(t, x_i)\{u_i + \Delta g_i(t, x_i)\} \\
&\quad + \Delta f_i(t, x_i) + \sum_{j \neq i}^{N} \xi_{ij}(t, x_j) \\
y_i &= h_i(x_i), \quad i = 1, 2, \ldots, N
\end{align*}
\]

where \( x_i \in \Omega_i \subseteq \mathbb{R}^{n_i} \) (\( \Omega_i \) is a neighbourhood of the origin) and \( u_i \in \mathbb{R}^{m_i}, \ y_i \in \mathbb{R}^{p_i} \) are the states, inputs and outputs of the \( i \)-th subsystem respectively for \( i = 1, 2, \ldots, N \). All the matrix functions \( g_i(\cdot) \in \mathbb{R}^{n_i \times m_i} \) and the nonlinear vectors \( f_i(\cdot) \in \mathbb{R}^{n_i} \) and \( h_i(\cdot) \in \mathbb{R}^{p_i} \) with \( h_i(0) = 0 \), are known. The terms \( \Delta g_i(\cdot) \) and \( \Delta f_i(\cdot) \) represent the matched and the mismatched uncertainties respectively. The term \( \sum_{j \neq i}^{N} \xi_{ij}(t, x_j) \) represents the interconnection of the \( i \)-th subsystem. It is assumed that all the nonlinear functions are smooth enough such that the unforced systems have unique continuous solutions.

Firstly, the following basic definitions are introduced for the system (1).

**Definition 1:** Consider system (1). The system

\[
\begin{align*}
\dot{x}_i &= f_i(t, x_i) + g_i(t, x_i)\{u_i + \Delta g_i(t, x_i)\} \\
&\quad + \Delta f_i(t, x_i) + \sum_{j \neq i}^{N} \xi_{ij}(t, x_j) \\
y_i &= h_i(x_i), \quad i = 1, 2, \ldots, N
\end{align*}
\]

is called the \( i \)-th isolated subsystem of system (1), and the system

\[
\begin{align*}
\dot{x}_i &= f_i(t, x_i) + g_i(t, x_i)u_i \\
y_i &= h_i(x_i), \quad i = 1, 2, \ldots, N
\end{align*}
\]

called the \( i \)-th nominal isolated subsystem of system (1).

It is well known that one of the main problems for interconnected systems is establishing under what conditions the interconnected system (1) exhibits the desired performance if all the isolated subsystems (2) or all the isolated nominal subsystems (3) have the performance. Therefore, how to deal with interconnection is one of the main concerned problems in decentralised control.

**Definition 2:** Consider system (1). If there exist controllers for each subsystems depending upon the state of the subsystems only, i.e.,

\[
u_i = u_i(t, x_i), \quad i = 1, 2, \ldots, N
\]

such that the corresponding closed-loop system formed by applying the control \( u_i \) in (4) to system (1), has the desired performance, then the control (4) forms a decentralised static state feedback control scheme. If the controllers in (4) have the form

\[
u_i = u_i(t, y_i), \quad i = 1, 2, \ldots, N
\]

that is, each local controller depends upon the output of the subsystem only, then they are called decentralised static output feedback controllers. Furthermore, if there exist dynamical systems

\[
\dot{x}_i = \phi_i(t, x_i, u_i, y_i), \quad i = 1, 2, \ldots, N
\]

where controllers

\[
u_i = u_i(t, \dot{x}_i, y_i), \quad i = 1, 2, \ldots, N
\]

are such that the corresponding closed-loop system formed by applying the control \( u_i \) in (7) with \( \dot{x} \) given by dynamical system (6) to the system (1), has the desired performance, then the control (6) and (7) is called a decentralised dynamic output feedback control scheme. Specifically, if (6) is an observer of the system (1), then a decentralised observer-based control results.
It is straightforward to see, according to Definition 2 above, that it is required that the dynamical systems (6) are decoupled in a decentralised dynamical output feedback scheme. It should be mentioned that in some of the existing work, see for example Yan et al. (2000) and Yan and Xie (2003), the designed dynamical systems (6) are not decoupled (in fact they are interconnected systems). In this case, the developed controller is sometimes still called a decentralised control. However, in precise terms, such a class of controllers is not decentralised because there exists information transfer between subsystems in the dynamical system design (see e.g., Yan et al., 2000; Yan and Xie, 2003).

Several decades ago, most work on decentralised control focused on linear interconnected systems due to the limitation of available control paradigms that were able to deal with nonlinearity. However, the dynamics of large scale natural and engineered interconnected systems are usually highly nonlinear. It is not only the structure of the system and interconnections which produce complexity but also the nonlinearity of the dynamics themselves. It is clear that although a linear dynamics may approximate the orbit of a nonlinear system locally, it does not permit the existence of the multiple states observed in real networks and does not accommodate global properties of the system. Such global properties can be crucial because they may become significant when the system is perturbed or a subsystem enters a failure state. Increasing requirements on system performance coupled with the ability to model and simulate reality by means of complex, possibly nonlinear, interconnected systems models has motivated increasing contributions in the study of such systems. This interest has been further stimulated by the simultaneous development of nonlinear systems theory and the emergence of powerful mathematical and computational tools which render the formal and constructive study of nonlinear large scale systems increasingly possible (see Yan et al., 2013).

In order to explain the decentralised control concept, the following schematic diagram in which the interconnected system has three subsystems, is produced to show that in static decentralised output feedback control, the local control $u_i$ of the $i$th subsystem only uses local output information $y_i$; no output information $y_j$ ($j \neq i$) is involved in the design. From Figure 1, it is clear to see that there is no local output information transfer between the local controllers $u_i$ and $u_j$ ($i \neq j$) for $i, j = 1, 2, 3$.

3 Decentralised schemes based on modern control approach

Many control approaches have been applied to large scale interconnected systems to form decentralised control schemes. In this section, decentralised schemes based on variable structure control, adaptive control and the backstepping approach will be briefly reviewed.

**Figure 1** Decentralised static output feedback schematic diagram for interconnected systems with three subsystems (see online version for colours)
3.1 Decentralised variable structure control

Variable structure control has been recognised as an efficient tool in control design. The main advantages include (see Edwards et al., 2006; Edwards and Spurgeon, 1998):

- low sensitivity to system parameters and perturbations, eliminating the requirement for exact modelling
- the possibility of decoupling the original system into two subsystems with lower dimension
- many controllers ensure finite time convergence to the switching surface and can be straightforwardly implemented.

Sliding mode control is a particular type of variable structure control. This approach consists of two steps (Edwards and Spurgeon, 1998; Utkin, 1992; Hung et al., 1993):

1. the design of a sliding surface such that the system possesses the desired performance when it is restricted to the surface
2. the design of a variable structure control which drives the system trajectory to the sliding surface in finite time and maintains a sliding motion thereafter.

Research on decentralised control using variable structure techniques for large-scale interconnected systems can be traced back to the early 1980s (Richter et al., 1981). It should be noted that there are some decentralised variable structure controllers which may not result in sliding motion (see Hsu and Fu, 2006; Yan et al., 1998, 2013; Yan and Dai, 1998). Static output feedback controllers are proposed in Yan et al. (1998, 2013) and Yan and Dai (1998) to stabilise interconnected systems where the focus is on applying the nonlinear bounds on the uncertainty and interconnections to enhance the robustness. Specifically both the isolated subsystems and interconnections are fully nonlinear in Yan and Dai (1998) and Yan et al. (2013). A tracking problem is considered in Hsu and Fu (2006) where decentralised state feedback controller are designed for robot manipulators.

Broadly, the literature can be separated into state feedback (Lee and Wang, 1993; Lee, 1995; Hsu, 1997; Akar and Ozguner, 2002; Matthews and Decarlo, 1988), static output feedback (Yan et al., 2012, 2004) and dynamical/observer-based output feedback (Lee, 1995; Yan et al., 2006). Since all the state system variables are available in the state feedback control design, the requirement of state feedback control for the considered system is usually relaxed and the developed results have higher robustness when compared with that of output feedback control. It is well known that the fundamental question of the existence of a static output feedback controller for a given triple \((A, B, C)\) is still open – even in the single-input single-output case (Syrmos et al., 1997) although the standard constrained Lyapunov problem has been well discussed in Galimidi and Barmish (1986) and Edwards et al. (2007). Therefore, most of the decentralised output feedback schemes focus on dealing with various uncertainties and interconnections instead of the control design for the nominal isolated subsystem. Approaches consider under what conditions the interconnected system has the desired performance if the isolated nominal subsystems have the required performance (see Yan et al., 2004, 2006). A decentralised sliding-mode-based output-feedback control scheme for discrete time systems is available in Mahmoud and Qureshi (2012) which is built on the work in Yan et al. (2009). As for the dynamical/observer-based feedback control, the results developed usually have higher robustness and lower conservatism when compared with static output feedback because for dynamical output feedback, not only the output information can be employed in the design but the dynamical information can also be employed.

It is clear that a number of decentralised variable structure strategies have been obtained. The global reachability condition for interconnected systems was first proposed in Xu et al. (1990). Later, it was modified as follows

\[
\sum_{i=1}^{N} s_i^T(x_i)s_i(x_i) < 0
\]

in Lee and Wang (1993) and the simple proof was given in Hsu (1997), where \(s_i(x_i)\) can be considered as a decentralised sliding function which is usually designed based on the centralised sliding surface design approaches given in Edwards and Spurgeon (1998) and Zak and Hui (1993). The reachability condition (8) has been extensively employed in decentralised sliding mode control design to derive the reachability condition but it may not guarantee that the sliding surface is reached in finite time. In order to get a decentralised control strategies, the decentralised (or local) sliding surface \(s_i(x_i) = 0\) is designed based on the nominal system of the \(i\)th subsystems in nearly all the existing work. Then the composite sliding function is given by

\[
S = (s_1^T(x_1), s_2^T(x_2), \ldots, s_n^T(x_n))^T
\]

which can be considered as the decentralised sliding function. Whether it is possible to design a sliding surface in a general form as

\[
s(x_1, x_2, \ldots, x_n) = 0
\]

to implement a decentralised control scheme, is still open even for a large scale interconnected system with special structure. Moreover, when global results are sought, strong conditions are required on the nominal subsystems to satisfy the reachability condition globally when a static output feedback controller is designed, as presented in Yan et al. (2009, 2012) (see Assumption 4 in Yan et al., 2012). This condition was later employed in Mahmoud and Qureshi (2012) for a class of discrete time interconnected systems. How to relax this condition is still an open problem.
Finally, it should be pointed out that higher order sliding mode control has been well studied (see, e.g., Levant and Fridman, 2010; Bartolini et al., 2003; Dinuzzo and Ferrara, 2009). In addition, many results concerning decentralised schemes for interconnected systems have been obtained as mentioned above (Yan and Dai, 1998; Yan et al., 1998; Mahmoud, 2009), even for fully nonlinear interconnected systems (Yan et al., 2010). However, the results of applying decentralised higher order sliding mode control to large scale interconnected systems are very limited. Specifically, the results of decentralised control for nonlinear time delay interconnected systems using higher order sliding mode techniques are still not available. Study on this area is at its initial stage and thus could be interesting and full of challenge from both viewpoints of theory and application.

3.2 Decentralised adaptive control

Adaptive control was conceived in the 1950s. It has been most successful for plant models in which unknown/uncertain parameters appear linearly (Kristic et al., 1995). Unlike robust control, adaptive control (Liu and Lin, 2013) does not require priori information and knowledge for the bounds on these uncertain/unknown parameters. It is well-known that robust control guarantees that the system has desired performance if the uncertainties change within given bounds. In this case, the control law does not need to change. However, adaptive control is concerned with a control law that changes itself. The foundation of adaptive control is parameter estimation. The main idea of adaptive control is to maintain a desired system performance in the presence of uncertainties or unknown variation in plant parameters. When the parameters change, the system adapts to the changes in the system to maintain performance. Effectively, there is adaptation in the controller setting subject to the performance of the closed-loop system. How the controller parameters change is determined by the adaptive laws which are often designed based on the requirements for the designed adaptive control system (Ding, 2013).

When unknown parameters appear in large scale interconnected systems and the bounds on the uncertainties are not available, decentralised adaptive control is a good choice to maintain the system performance. A decentralised adaptive robust control scheme is proposed for a class of large-scale interconnected systems to guarantee the corresponding closed-loop systems ultimate boundedness in Wu (2002), Hua et al. (2005) and Liu and Xie (2010). Interconnected systems with time delay are considered in Wu (2002) and Hua et al. (2005) where it is required that the interconnections satisfy the matching condition. A decentralised adaptive output feedback controller to solve the asymptotic tracking problem was proposed in Jiang (2000) where the matching condition is not required. Decentralised model reference adaptive control schemes are proposed in Wen and Soh (1999) and Chou and Cheng (2003) which do not need information on the upper bound of the perturbations. The robust tracking problem is solved using model reference adaptive variable structure control but matching conditions are required for the local reference model in Chou and Cheng (2003). Shi and Singh (1992) proposed a decentralised adaptive controller to deal with a class of interconnected systems which are bounded by $p^b$ order polynomials in the states. Global stabilisation is considered in Wen and Soh (1999) where there is no restriction on the relative degree of the nominal subsystem. In this paper, parameter projection together with static normalisation is employed.

In recent years, adaptive techniques have been successfully combined with intelligent control techniques such as fuzzy control (Liu and Lin, 2013), neural networks (Chai and Qiao, 2013) and learning control (Yan et al., 2001) to design decentralised controllers. Great attention has been paid to this area and many results have been achieved, for example, Tong et al. (2010), Zhou et al. (2012), Mehraeen et al. (2011) and Liu et al. (2014). It is possible that correct limitations on the interconnections in decentralised adaptive control strategies may be overcome by the use of intelligent control concepts.

3.3 Backstepping approach-based decentralised control

Backstepping is a technique developed by Petar V. Kokotovic and others at the beginning of 1990s (Kokotovic, 1992; Lozano and Brogliato, 1992). Compared with variable structure techniques and adaptive control, the history of the backstepping approach is relatively short. This approach requires that the considered system has a special structure called strict-feedback form described as follows

$$\dot{x} = f_0(x) + g_0(x)z_1$$
$$\dot{z}_1 = f_1(x, z_1) + g_1(x, z_1)z_2$$
$$\dot{z}_2 = f_2(x, z_1, z_2) + g_2(x, z_1, z_2)z_3$$
$$\vdots$$
$$\dot{z}_{k-1} = f_{k-1}(x, z_1, \ldots, z_{k-1}) + g_{k-1}(x, z_1, \ldots, z_{k-1})z_k$$
$$\dot{z}_k = f_k(x, z_1, \ldots, z_k) + g_k(x, z_1, \ldots, z_k)u$$

where $x \in \mathbb{R}^n$ is vector and $z_i$ are scalars for $i = 1, 2, \ldots, k$, and the variables $x$ and $z_i$ with $i = 1, 2, \ldots, k$ form the system state and $u \in \mathbb{R}$ is system input. The functions $f_i(\cdot)$ vanish at the origin and $g_i(\cdot)$ are non-zero over the domain of interest for $i = 0, 1, 2, \ldots, k$.

It should be noted that a backstepping controller can not be explicitly expressed in terms of equations because the controller is developed step by step using recursive design. This may limit its application. However, backstepping design methods can provide a systematic procedure to design stabilising controllers, following a step by step recursive algorithm, whereby the feedback control laws and Lyapunov functions can be constructed systematically. Moreover, this approach can be employed to relax the matching condition when compared with the traditional Lyapunov design approach. A major advantage of backstepping is that it has the flexibility
to avoid cancellation of useful nonlinearities and achieve desirable regulation and tracking properties (Zhou and Wen, 2008a).

Backstepping techniques require the considered system to have a special structure and thus most work considers parametric uncertainty instead of unstructured uncertainty. It is well known that for uncertain/unknown parameters, adaptive methods are much powerful as pointed out in the last section. Therefore large scale interconnected systems considered in this area usually have two characteristics:

1. all the isolated nominal subsystems have or can be transformed to the strict feedback form

2. the considered systems involve parametric uncertainty.

These two features require adaptive updated laws to estimate the uncertain parameters and thus the approaches usually involve both adaptive and backstepping techniques (Liu and Xie, 2010; Wen et al., 2009; Zhou and Wen, 2008b; Wang and Soh, 1997; Zhou, 2008; Ye, 1999). A decentralised PID controller is proposed using backstepping techniques in Zhang et al. (2007) where the considered system model is expressed in the frequency domain. Recently, some authors have combined backstepping techniques with intelligent control such as fuzzy control and neural network to deal with interconnected systems (Mehraeen et al., 2011; Tong et al., 2011; Zhou et al., 2012; Tong et al., 2010).

As one of the advantages of backstepping approach is that it has the flexibility to achieve regulation and tracking properties, the relevant decentralised strategies have also received much attention. The first decentralised control based on backstepping without any requirement on subsystem relative degree was reported in Wen (1994) where perfect regulation is obtained. Global decentralised output regulation is considered in Ye (1999) where the reference input and disturbances are the sum of finitely sinusoidal functions with unknown amplitudes and frequencies. Observer-based decentralised disturbance attenuating output-feedback tracking controllers are designed in Jiang (2002); Krishnamurthy and Khorrami (2003). By combining a neural network approach (Rekik et al., 2007), decentralised backstepping controllers are proposed in Tong et al. (2011) and Chen and Li (2008) where the tracking error only converges to a bounded region of the origin. The result developed in Zhou and Wen (2008b) expressed the tracking error as a function of design parameters which makes it possible to adjust the tracking transient performance.

Compared with decentralised variable structure control and decentralised adaptive control, the domain of backstepping-based decentralised control is more immature and the obtained results are fewer.

### 4 System structure-based decentralised control

System structure plays an important role in control design. One of the fundamental properties of large scale interconnected systems in the real world is that the operational characteristics of the components (subsystems) may be very similar and indeed symmetrically identical. For example, in a manufacturing process, in order to produce the same engineering components in large quantities, many identical or similar machine tools (isolated subsystems) are interconnected together to form a large-scale system to complete the task. The key structural characteristics existing in large-scale interconnected systems relate to symmetry (Lunze, 1992) and similarity (Yan et al., 2000). By using such structural characteristics, design and analysis for complex interconnected systems can be simplified.

Study on symmetric interconnected systems dates back to at least 1980 (Baliga and Rao, 1980). Based on the circulant structure of transfer function matrix, a class of symmetrically interconnected plants is introduced in Hovd and Skogestad (1994). This study shows that the symmetric structure employed produces a dramatic reduction in dimension for interconnected systems composed of a set of subsystems. It should be pointed out that the study of symmetric interconnected systems has mainly focused on the linear case and a suitable formulation for the symmetric structure of nonlinear interconnected systems has not been available. Symmetric interconnected systems can be described by

\[
\begin{align*}
\dot{x}_i &= A_1 x_i + B_1 u_i + \sum_{j=1}^{N} H x_j \\
y_i &= C_1 x_i, \quad i = 1, 2, \ldots, N
\end{align*}
\]  

(9)

where \(x_i \in \mathbb{R}^n, u_i \in \mathbb{R}^m\) and \(y_i \in \mathbb{R}^p\) are the system states, inputs and outputs respectively, and \(A_1, B_1, C_1\) and \(H\) are constant matrices with appropriate dimensions. System (9) can be written in a compact form as

\[
\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx
\end{align*}
\]  

(10)

where \(x = \text{col}(x_1, x_2, \ldots, x_N)\), \(u = (u_1^T, u_2^T, \ldots, u_N^T)^T\), \(y = (y_1^T, y_2^T, \ldots, y_N^T)^T\) and

\[
A = \begin{bmatrix}
A_1 & H & H & \cdots & H \\
H & A_1 & H & \cdots & H \\
& & & & \\
& & & & \\
H & H & H & \cdots & A_1
\end{bmatrix}
\]

\[
B = \text{diag} \{B_1, B_1, \ldots, B_1\}
\]

\[
C = \text{diag} \{C_1, C_1, \ldots, C_1\}
\]
This class of large-scale interconnected systems is representative of systems which widely exist in the real world (Sundareshan and Elbanna, 1991) such as the multi-machine power system discussed in Mohadjer and Johnson (1983) and industrial robot manipulators considered in Vukabratovic and Stokic (1982). The formulation has thus been extensively studied, and many results have been achieved, for example, Liu (1992), Yang and Zhang (1995) and Huang et al. (1999). The output regulation problem was solved for a class of strongly coupled symmetric interconnected systems in Liu (1992). Yang and Zhang (1995) proposed a set of conditions described by two Riccati equations under which a control scheme is developed such that the corresponding closed-loop system is asymptotically stable. By employing the symmetric structure of the interconnected systems, a set of sufficient conditions for the existence of a decentralised $H_\infty$ controller is derived, and the problem of fault tolerance of the resulting system was considered in Huang et al. (1999). Recently, pole assignment for uncertain symmetric circulant composite systems is considered in Liu et al. (2006) where a decentralised stabilisation controllers are designed to place all of the poles of the system into a specified disk which is also called $D$ stabilisation.

A class of interconnected systems with similar subsystems were studied in Yan et al. (1997, 1998). The exact definition of similar structure for nonlinear interconnected systems was introduced for the first time in Yan (1996), and can be briefly summarised as follows.

Consider the following two control systems

$$\sum_1: \begin{cases} \dot{x}_1 = f_1(t, x_1) + g_1(t, x_1)u_1 \\ y_1 = h_1(x_1) \end{cases}$$

and

$$\sum_2: \begin{cases} \dot{x}_2 = f_2(t, x_2) + g_2(t, x_2)u_2 \\ y_2 = h_2(x_2) \end{cases}$$

where $x_1, x_2 \in \mathbb{R}^n$, $u_1, u_2 \in \mathbb{R}^m$ and $y_1, y_2 \in \mathbb{R}^p$ are the system states, inputs and outputs respectively.

**Definition 3:** Systems $\sum_1$ and $\sum_2$ are said to have similar structure, if there exists a diffeomorphism $T : x_2 \mapsto x_1$, a $C^\infty$ function vector $\alpha(\cdot) \in \mathbb{R}^m$ and a $C^\infty$ non-singular function matrix $\beta(\cdot) \in \mathbb{R}^{m \times m}$ such that the closed-loop system formed by applying the control

$$u_1 = \alpha(x_1) + \beta(x_1)u_2$$

to system $\sum_1$, can be expressed in the form of $\sum_2$ in the coordinate $x_2$ defined by $T$.

**Definition 4:** Systems (11) are called similar interconnected systems or interconnected systems with similar structure if all their nominal subsystems have similar structure.

For large-scale interconnected/composite systems with similar structure, two types of discontinuous nonlinear decentralised controller with holographic structure are proposed to stabilise the system asymptotically by exploiting the similar structure (Yan et al., 1999; Wang and Zhang, 2000). These are easily implemented compared with general nonlinear controllers under the assumption that all the system states are available for design (Yan et al., 1999; Wang and Zhang, 2000). A static output feedback controller with holographic structures was proposed in Yan et al. (1998) and dynamical output feedback control schemes have also been presented in Yan and Xie (2003) and Yan et al. (2000). However, the similar structure defined through Definitions 3 and 4 does not consider the structure of the interconnections. It may be very interesting to study how the structure of interconnections affects the decentralised control design and the interconnected system analysis. Modelling the similar structure of nonlinear interconnected systems is challenging but may be useful for the study of decentralised control.

It should be noted that for a symmetrically interconnected system (9), if the matrix $A$ in system (10) has the following form,

$$A = \begin{bmatrix} A_0 & L & \cdots & L \\ M & A_1 & \cdots & H \\ & \vdots & \ddots & \vdots \\ M & H & \cdots & A_L \end{bmatrix},$$

where $A_0, M$ and $L$ are constant matrices with appropriate dimensions, then the corresponding systems are also called similar interconnected systems (Lunze, 1989). Study of such a class of systems has obtained interesting results (see e.g., Lunze, 1989; Yang and Zhang, 1995, 1996) and a class of interconnected systems with similar nodes is considered in Wang et al. (2012). It should be noted that in recent years the study of symmetric or similar interconnected systems has been limited. The means to describe a similar interconnected system by considering the structure of the interconnections is still an open problem.

5 Decentralised control of singular systems

A linear singular control system with $N$ channels can be described by

$$\frac{dx(t)}{dt} = Ax(t) + \sum_{i=1}^{N} B_i u_i(t)$$
$$y_i(t) = C_i x(t), \quad i = 1, 2, \ldots, N$$

(11)

where $x(t) \in \mathbb{R}^n$ denotes the system state; $u_i(t) \in \mathbb{R}^{m_i}$ and $y_i(t) \in \mathbb{R}^{l_i}$ are the input and output of the $i$th channel, respectively, for $i = 1, 2, \ldots, N$. The matrices $E, A, B_i$ and $C_i$ are constant with appropriate dimensions. Specifically, the matrix $E$ is singular and $0 < \text{rank}(E) < n$. It is assumed that the system (11) is regular, i.e., det$(sE - A) \neq 0$. Then, the existence and uniqueness of the solution to system (11) is guaranteed and this solution may take the form of an exponent solution, impulsive solution and/or static solution.
System (11) has been studied extensively where most of the research work focuses on decentralised output feedback control design, which is to design a control

\[ u_i = K_i y_i \]

where \( K_i \) for \( i = 1, 2, \ldots, N \) are design parameters, such that the corresponding closed-loop system has the desired performance (Guan et al., 1995; Zhang, 1997). Compensator-based decentralised control was studied for singular interconnected systems in Gao et al. (1997).

Such linear singular control systems (11) were first represented and studied by Chang and Davison (1988), where the concepts of generalised decentralised finite and impulse fixed modes were proposed to derive conditions under which the systems can be stabilised by decentralised compensator-based feedback control. The decentralised robust servomechanism problem was solved simultaneously. Generalised decentralised finite fixed modes were further characterised in Zhang (1990), and the concepts of decentralised impulse controllability and observability were presented and studied in Chang and Davison (1989) where it was shown that if the considered system is complete, then the system does not have decentralised fixed modes if and only if it is decentralised controllable and observable. Based on the work in Zhang (1990) and Chang and Davison (1989), the decentralised quadratic stabilisation problem for a class of interconnected singular systems with uncertainty is investigated in Yasuda and Nosu (1996) in which it was shown that quadratic stability requires that the considered system has neither decentralised unstable finite fixed modes nor decentralised impulse fixed modes. The internal properness and stability of system (11) were discussed, and a set of necessary and sufficient conditions was presented in Gao et al. (1997) such that the system can be stabilised by decentralised compensator-based feedback control. Decentralised stabilisation of singular and time-delay large-scale systems with impulse solutions was discussed in Guan et al. (1995) where the designed controllers are independent of time delay. Regularisation and impulse eliminating problems are considered using decentralised controllers in Yu (2005) and Yu and Wang (2005) respectively. Concerning decentralised \( H_2 \) and \( H_{\infty} \) control for singular systems, some recent work is available in Zhai et al. (2006) and Chen et al. (2009) and the references therein. As for the discrete time case with parametric uncertainties, robust stabilising controllers were designed in Wo et al. (2007). Recently, a decentralised observer for the system (11) was considered in Mansouri et al. (2013) using LMI techniques, and a fuzzy decentralised control scheme was proposed for a class of nonlinear singular interconnected systems in Wang and Zhang (2001). It has been found in Labiby et al. (2003) that a singular system representation can be used as a suitable tool to solve some control problems such as \( H_{\infty} \) control problem. Some earlier work for singular systems (11) was summarised in Zhang (1997).

6 Applications

Decentralised control is powerful in dealing with large scale interconnected systems and thus has been widely used in various application areas. As a typical interconnected system, multi-machine power systems have received much attention and many decentralised control strategies have been developed including state feedback, static output feedback and dynamical output feedback control approaches (Wang et al., 1997; Yan et al., 2004; Jiang and Wu, 2004; Liu et al., 2012). A multi-link robot can be modelled as an interconnected system, and various decentralised control schemes have been developed to study the control of robot manipulators (Hsu and Fu, 2006; Yang et al., 2012). Decentralised \( H_2/H_{\infty} \) tracking control has been applied to car-like mobile robots in Hwang and Chang (2007) and a decentralised cooperative control scheme has been developed for a team of mobile robots in Rezaee and Abdollahi (2014). A variable structure adaptive fuzzy logic control approach for designing a decentralised controller for load frequency control of interconnected power areas in El-Metwally (2010) to improve the dynamic performance of the frequency and tie-line power flow under a sudden load change in the power areas. In addition, decentralised control has been applied to other practical systems such as a coupled inverted pendulum system (Yan et al., 2003; Yoo et al., 2009; Li et al., 2011), wind turbine (Wu et al., 2008), vibration isolation system (Kim et al., 2001), a platooning vehicles system (Yan and Edwards, 2008; Ghasemi et al., 2013), river pollution control (Mahmoud and Hassen, 1986), chemical process control (Hudon and Bao, 2012; Zhang et al., 2013; Lunze, 1992), satellite attitude control (Wu et al., 2012) and flight control (Vukobratovic and Stojic, 1986; Boskovic and Mehr, 2010) to name a few. In recent years, decentralised control strategies have been employed in bio-engineering systems (Sato et al., 2012; Nekoukar and Erfanian, 2012). Widening application of decentralised control will stimulate new developments in the area.

7 Conclusions

In this paper, the past and recent results from the domain of decentralised control have been reviewed. The focus has been upon the modern control approaches and system structure. It is clear that the case of decentralised control continues to attract increasing attention. This paper cannot cover all areas owing to space limitations, and areas not covered include decentralised control of discrete event systems, decentralised multi-agent systems, decentralised observation and decentralised supervisory control.

It should be pointed out that decentralised control has been studied for many years and is an established area. Many centralised results have been extended to the decentralised case to tackle important problems relevant to large scale interconnected systems. However, from the theoretical point of view, novel and innovative approaches for comparing alternative decentralised information and
decision structures are required. Novel mathematical tools may be necessary for dealing with the interconnections, when decentralised strategies are considered. If a significant step-change in progress is to be achieved in the study of control of large scale systems, it is perhaps the case that the somewhat incremented step of applying existing centralised paradigms to decentralised problems has limited the results that can be achieved and that a new decentralised paradigm is required. This will be the topic of future research.
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