FuzzyRULES-II: A new approach to fuzzy rule induction from numerical data

Ashraf A. Afify
Industrial Engineering Department, Faculty of Engineering, Zagazig University, Zagazig, Egypt

Abstract. Data mining is a broad area that integrates research efforts from several fields with the aim of processing large volumes of data into knowledge bases for better decision making. Since numerical and nominal data are equally important in practical data mining applications, dealing with different types of data items are among the most important problems in data mining research and development. This paper introduces a new fuzzy rule induction algorithm, able to deal properly with either numerical or nominal attributes, for the creation of classification and predictive models. To better handle numerical data, fuzzy sets are used to represent intervals in the domains of numerical attributes. Experimental results have shown that the proposed algorithm produces robust and general models that can be used for prediction as well as for classification.
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1. Introduction

Recent advances in information technology have made it easy to collect and store enormous amounts of data. The new research field of data mining [1] offers new intelligent tools for discovering knowledge from such data. There are many different types of data mining algorithms. These algorithms allow the creation of different models that describe the patterns found in the data. The obtained models can then be used to clarify these particular patterns or as predictive models.

This paper focuses on a particular type of data mining algorithms, namely, rule induction algorithms. An important feature of rule induction algorithms is that their model structure (in the form of if-then rules) is readily understood by humans. Because of this structure, rule induction became popular for classification problems. However, rule induction algorithms are still weak at handling numerical values and in particular when dealing with numerical outputs. Other learning methods, such as regression and neural networks, are widely used to develop models for this type of application. However, their more complex mathematical structure makes them difficult to interpret, whilst in many applications experts might need to be able easily to verify a decision given by a model.

Few fuzzy rule induction methods have been developed for handling attributes with numerical values. Reference [2] proposed a fuzzy rule induction method that can generate fuzzy rules from numerical data. However, this method is computationally expensive and creates complex fuzzy rule sets. Reference [3] introduced another method called RULES-F Plus. When the data is noisy, this method generates large number of rules with low predictive accuracy. Reference [4] presented FuzzySRI-II that can effectively handle noise in the data.

The principal aim of this paper is to propose a new fuzzy rule induction algorithm called FuzzyRULES-II, able to deal properly with either numerical or nominal attributes, for the creation of predictive and classification models. FuzzyRULES-II employs a different learning and search strategy from that of FuzzySRI-II. Also, it introduces new discretisation methods for deriving fuzzy intervals for classification learning problems and for handling numerical outputs. This results in the efficient extraction of accurate and compact fuzzy rules from large and noisy data.

The paper is organised as follows. Section 2 reviews the existing discretisation methods. Section 3 describes the new FuzzyRULES-II algorithm. The
performance of the proposed algorithm is evaluated in section 4. Section 5 concludes the paper and discusses further research.

2. Discretisation methods

Discretisation of a numerical attribute in the context of rule induction involves partitioning the domain of that attribute into a certain number of intervals. An important aspect of discretisation is to find an appropriate set of cutting points to set up interval borders.

Current discretisation methods are categorised based on predefined properties, such as supervised vs. unsupervised, multivariate vs. univariate, off-line vs. on-line, and parametric vs. non-parametric [5]. Equal-width interval discretisation [6] is possibly the simplest unsupervised discretisation procedure. In this method, the range of a numerical attribute is divided into a number of equal intervals. A problem with the equal-width method is that it does not take the relationship between the class label and the numerical attribute, which results in possible loss of classification information. Reference [7] presented a simple supervised discretisation method called 1R Discretiser. This method divides the values of a numerical attribute into several disjoint intervals each containing a strong majority of one particular class with the constraint that each interval must include at least a pre-specified number of examples in the same class. Reference [8] developed a recursive entropy-based discretisation method that is motivated by the C4.5 decision tree induction algorithm [9]. To improve the discretisation efficiency, the method examines only the boundary points of each numerical attribute rather than all its distinct values. It also uses the minimum description length (MDL) principle to control the number of intervals produced over the search space. Reference [10] introduced an optimal discretisation method that obtains optimal number of intervals through searching only the boundary points of each numerical attribute and selecting those points that optimise an MDL-based evaluation function.

The aforementioned discretisation methods partition the ranges of numerical attributes into “crisp” intervals, where a numerical attribute value must belong to only one interval. This causes substantial information loss. To overcome this problem, this paper uses the techniques of fuzzy sets to construct “fuzzy” intervals. This allows overlapping in the adjacent intervals, and thus attribute values can belong to more than one interval.

3. Description of the proposed FuzzyRULES-II algorithm

FuzzyRULES-II is based on the learning strategy employed in the FuzzyRULES classification rule induction algorithm [11]. This section describes the proposed FuzzyRULES-II algorithm and highlights its distinctive features.

3.1. Representation

FuzzyRULES-II creates fuzzy if-then rules directly from a set of examples called the training set T. Each example E is described by a vector of n_a input attributes (A^1, ..., A^i, ..., A^n_a) and an output attribute A^o. Each input attribute value v^i_E and the output attribute value v^o_E in example E are either nominal or numerical. An example E can thus be formally described as follows:

\[ E = (A^1 = v^1_E, ..., A^i = v^i_E, ..., A^n_a = v^n_a_E, Class = v^o_E) \]  \hspace{1cm} (1)

A fuzzy rule R is described by a conjunction of conditions on each input attribute (Cond^i_R) and an output condition (Cond^o_R) of the class to be learned. It can be defined as follows:

\[ R = Cond^1_R \land ..., \land Cond^i_R \land ..., \land Cond^n_a_R \rightarrow Cond^o_R \]  \hspace{1cm} (2)

For the \textit{i}th input attribute \textit{A}^i, a fuzzy condition has the form \([A^i = L^i_R]\), where L^i_R is the linguistic value of the \textit{i}th attribute in rule \textit{R}. Similarly, the output fuzzy condition has the form \([A^o = L^o_R]\), where L^o_R is the linguistic value of the output attribute in rule \textit{R}. Each linguistic value represents a fuzzy set for which every example in the training set has a corresponding membership value. For numerical attributes, linguistic values can be obtained by defining membership functions on the domains of the attributes. Typical shapes of membership functions are triangular, trapezoidal, and bell-shaped. FuzzyRULES-II adopts triangular forms in this study as
they are simple and often used in fuzzy sets. A triangular membership function can be described as \( Tr(a,b,c) \), where \( ac \) is the base of the triangle and \( b \) the location of its apex. The values of nominal attributes can be converted to linguistic values by assigning crisp functions with membership degrees of either 0 or 1. A rule set is a disjunction of a number of rules \( \{ R_1, ..., R_i, ..., R_n \} \), and it is defined as \( RS = \{ R_1 \lor ... \lor R_i \lor ... \lor R_n \} \).

3.2. Handling numerical input attributes

When there are both numerical and nominal attributes in a data set, most rule induction techniques discretise numerical attributes into intervals and the discretised intervals are treated similarly to nominal values during induction. In the crisp case, discretisation results in “crisp” intervals and an attribute value either belongs to a certain interval or not. In the fuzzy case, however, an attribute value belongs to an interval to a certain degree. Discretised crisp intervals, therefore, should be fuzzily interpreted.

The FuzzyRULES algorithm uses an intuitive way to obtain fuzzy intervals for numerical attributes. First, it discretises the domain of each attribute into several crisp intervals using an efficient off-line discretisation method. Second, it derives fuzzy intervals from the crisp ones by defining membership functions on the domains of the attributes.

Various studies [12] have pointed out that the selection of a discretisation method depends on both the learning algorithm and on the data to be discretised. Therefore, an empirical evaluation was carried on a large number of data sets to assess the four discretisation methods mentioned in section 2 when used with the FuzzyRULES-II algorithm. Each of the discretisation methods was first employed to create crisp intervals for all the numerical attributes. The fuzzification method of the FuzzyRULES algorithm was then employed to fuzzify these intervals. The fuzzy intervals were finally used to generate fuzzy classification rules by the FuzzyRULES-II algorithm. The results (see section 4) demonstrated that the performance of the FuzzyRULES-II algorithm considerably improved when the entropy method was used to discretise the numerical attributes. Thus, this discretisation method is employed by FuzzyRULES-II.

3.3. Handling numerical output attributes

The rule forming process of the FuzzyRULES algorithm is mainly designed to handle examples with nominal classes. Therefore, to enable the use of this process, the numerical output values of all examples in the training set \( T \) need to be fuzzified. It is proposed to split the numerical output range of each example \((v_{\text{min}}, v_{\text{max}})\) into a user-defined number \((n_i)\) of linguistic values, where \(v_{\text{min}}\) and \(v_{\text{max}}\) are respectively the minimum and maximum known values for the output attribute.

Given the numerical output attribute range and the number \(n_i\) of required linguistic values, the FuzzyRULES-II algorithm decomposes the output range into \(n_i\) triangular linguistic values \((L_i, L_{k}, ..., L_{n_i})\) defined as: \( L_k = Tr(a(k),b(k),c(k)) \), where \(k\) is an integer included in \([1, n_i]\), 
- \(b(k) = [(v_{\text{max}} - v_{\text{min}})/(n_i - 1)](k - 1)\),
- \(a(k) = b(k) - (v_{\text{max}} - v_{\text{min}})/(n_i - 1)\), and
- \(c(k) = b(k) + (v_{\text{max}} - v_{\text{min}})/(n_i - 1)\).

Based on this decomposition, there could be two possible linguistic values with respect to which the output attribute value \((v_E)\) in a given example \(E\) can be assigned. The output linguistic value will be the value \(L_k\) where the membership degree \(\mu_{L_k}(v_E)\) is maximum, \(v_E \in \left[ b(k) - a(k) \right]/2, \left( c(k) - b(k) \right)/2 \right\), and \(\mu_{L_k}(v_E) > 0.5\). In the particular case where the membership degree of \(v_E\) is equal for two linguistic values \((L_k, L_{k+1})\), i.e. \(v_E = (b(k + 1) - a(k + 1))/2 = (c(k) - b(k))/2\), and \(\mu_{L_k}(v_E) = 0.5\), one is selected randomly.

Now that the output linguistic values are defined, FuzzyRULES-II can select an example with its corresponding output linguistic value to form a fuzzy rule. The rule forming process of FuzzyRULES is then used unchanged. At the end of the rule formation process, a rule \(R\) is obtained to cover as many positive examples and as few negative examples as possible.

FuzzyRULES-II adopts the following defuzzification strategy to predict the output value of a particular example \(E\). First, the membership degree of the example \(E\) with each rule \(R\), \(\mu_{R}(E)\), is computed, namely:
\[
\mu_R(E) = \prod_{i=1}^{n} \mu_R(v^i_E) 
\]

where \( \mu_R(v^i_E) \) is the membership degree of each attribute value \((v^i_E)\) in the example \(E\) with regard to the corresponding linguistic value \(L^i_R\) in the rule \(R\).

Then, the weighted average method \([13]\) is used to compute the defuzzified output:

\[
\text{output} = \frac{\sum_{l=1}^{n_c} \mu^l_R(E) \cdot C_{out} \cdot \mu^l_R(E)}{\sum_{l=1}^{n_c} \mu^l_R(E)}
\]

where \(E\) is the new example, \(C_{out}\) the centre of the output fuzzy set of the rule being considered and \(n_c\) the total number of rules.

### 4. Experimental results

A series of tests was conducted to assess the performance of four different well-known off-line discretisation methods when used in the FuzzyRULES-II algorithm. Then, the performance of the FuzzyRULES-II algorithm with the best performing discretisation method was compared against that of RULES-F Plus \([3]\).

#### 4.1. Empirical evaluation of fuzzy discretisation methods

The evaluation involves the four discretisation methods described in section 2, namely, the equal-width method, the 1R Discretiser, the entropy-based discretisation method and the “optimal” discretisation method. These methods are commonly used in other comparative studies. Each of the discretisation methods was first employed to create crisp intervals for numerical attributes in all the data sets. The crisp intervals were then fuzzified and used to generate classification rules by the FuzzyRULES-II algorithm. Three criteria were used to evaluate the quality of the discretisation, namely, the accuracy and complexity of the generated rules, as well as the time of execution measured by the total CPU time in seconds and the number of rules evaluated during the search process. All running times were obtained on an Intel Core i5 computer with a 3.33 GHz processor, 4 GB of memory and the Windows NT 4.0 operating system.

Table 1 summarises the data sets used in this experiment \([14]\). The test method of FuzzyRULES was used \([11]\). FuzzyRULES-II and discretisation methods each has a number of parameters whose values determine the quality of their induced rule sets. For FuzzyRULES-II, the default parameters of FuzzyRULES were used \([11]\). For the equal-width discretisation method, the number of intervals was set to 6. For the 1R Discretiser, the number of examples in one interval was set to 6 for large data sets, while the number was set to 3 for small data sets as recommended in \([7]\).

Table 2 gives the results of the considered discretisation methods when used in FuzzyRULES-II. As can be seen in the table, the entropy-based discretisation method obtained total accuracy higher than that achieved with the other methods. In addition, it produced notably fewer rules in total than the other discretisation methods. Also, the total CPU time and the number of rules explored by the entropy-based method were much better compared to the other methods. It could therefore be concluded that the entropy-based discretisation method outperforms the four methods tested. Consequently, this method is utilised by FuzzyRULES-II.

#### 4.2. Comparison with RULES-F Plus

FuzzyRULES-II is compared with RULES-F Plus using two practical problems that aim to develop models for the control of a robotic arm and a truck.
addition, a training set was created for each output as puts were decomposed into ten linguistic values. In that generated by RULES-F Plus, with smaller max FuzzyRULES-II for the first 10000 examples recommended in [3]. For FuzzyRULES-II, the default one output at a time. Finally, the parameters of performs the RULES-F Plus algorithm. Fuzzyinduction results for the robot arm control problem.

Table 2
Performance of discretisation methods when used in Fuzzy-RULES-II

<table>
<thead>
<tr>
<th>Data Set Name</th>
<th>Iris</th>
<th>Abalone</th>
<th>Lymphography</th>
<th>Sonar</th>
<th>Segment</th>
<th>Sick-euthyroid</th>
<th>Vehicle</th>
<th>Australian</th>
<th>Auto</th>
<th>Horse-colic</th>
<th>Breast 96.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>3</td>
<td>0.8</td>
<td>22</td>
<td>39</td>
<td>27</td>
<td>422</td>
<td>1147</td>
<td>160</td>
<td>16</td>
<td>2434.1</td>
<td>24.7</td>
</tr>
<tr>
<td>Rules</td>
<td>1</td>
<td>0.4</td>
<td>73</td>
<td>77</td>
<td>99.1</td>
<td>83.7</td>
<td>73</td>
<td>17</td>
<td>18</td>
<td>89.8</td>
<td>81.6</td>
</tr>
<tr>
<td>Acc.</td>
<td>0.7</td>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.4</td>
<td>0.9</td>
<td>0.4</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Mean</td>
<td>99.3</td>
<td>98.8</td>
<td>99.0</td>
<td>99.0</td>
<td>99.0</td>
<td>99.0</td>
<td>99.0</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

These two problems were previously employed to evaluate the RULES-F Plus algorithm [3]. Three measures were used to evaluate the performance of the tested algorithms. These are the number of rules produced, the maximum absolute error, max \( E_{\text{abs}} \), and the mean absolute error, mean \( E_{\text{abs}} \).

4.2.1. Robot arm control problem

The problem involved the building of a fuzzy model for the control of a PUMA 560 robot [15]. The training set \( T \) contains 27,825 examples, each of which is composed of six input attributes (the joint angles \( \theta_1, \theta_2, \theta_3, \theta_1(t), \theta_2(t), \) and \( \theta_3(t) \) at times \( t \) and \( t-1) \) and three outputs \( X_{(t)}, Y_{(t)}, \) and \( Z_{(t)} \), representing the resulting spatial positions.

Models were created using RULES-F Plus and FuzzyRULES-II. For both algorithms, the three outputs were decomposed into ten linguistic values. In addition, a training set was created for each output as RULES-F Plus and FuzzyRULES-II can only handle one output at a time. Finally, the parameters of RULES-F Plus and FuzzyRULES-II were set as follows. For RULES-F Plus, the PRSET_size was set to 2 and no pruning process was employed as recommended in [3]. For FuzzyRULES-II, the default parameters of FuzzyRULES were used [11].

Results are illustrated in Table 3. Considering all performance measures, FuzzyRULES-II clearly outperforms the RULES-F Plus algorithm. FuzzyRULES-II produced a much smaller model than that generated by RULES-F Plus, with smaller max \( E_{\text{abs}} \) and mean \( E_{\text{abs}} \) values. To demonstrate its performance, the predictions of the model created by FuzzyRULES-II for the first 10000 examples compared with the actual outputs \( X, \) \( Y, \) and \( Z \) are shown in Figures 2, 3, and 4 respectively.

Table 3
Fuzzy induction results for the robot arm control problem

<table>
<thead>
<tr>
<th>Robot arm model</th>
<th>RULES-F Plus</th>
<th>FuzzyRULES-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Rules</td>
<td>1</td>
<td>27</td>
</tr>
<tr>
<td>Acc.</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Mean</td>
<td>99.3</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Fig. 2. Prediction of output X.

Fig. 3. Prediction of output Y.

Fig. 4. Prediction of output Z.
4.2.2. Truck control problem

This problem aimed at constructing a model for the control of a truck reversing to a specified loading dock (Figure 5). The training set \( T \) contains 238 examples, each of which is composed of 2 input attributes \( \phi \) (the angle of the truck relative to the horizontal) and \( x \) (the location of the truck on the horizontal axis), and one output \( \theta \) (the required steering angle).

For both RULES-F Plus and FuzzyRULES-II, the output was decomposed into seven linguistic values. Two scenarios were considered when applying RULES-F Plus. In the first scenario, the noise level (NL) was set to 0.25, and in the second the IPP pruning process was turned off [3]. For both cases, \( PRSET\_size \) was set to 2.

Results are given in Table 4. FuzzyRULES-II once again clearly outperforms RULES-F Plus. When using the IPP pruning process, RULES-F Plus created a more compact rule set but with a reduction in accuracy. However, for the case illustrated, the rule set created by FuzzyRULES-II was more compact and still more accurate than the model created by the RULES-F Plus algorithm.

5. Conclusions and future work

In the induction of classification rules from numerical attributes, the key point is to generate an appropriate discretisation of a numerical attribute. The crisp discretisation methods used in classical rule induction are noise sensitive, and thus prone to misclassification. This paper has presented a new fuzzy rule induction algorithm called FuzzyRULES-II in order to better handle numerical attributes. FuzzyRULES-II employs fuzzy sets to derive fuzzy intervals from those generated by four commonly used crisp discretisation methods. Also, it introduces a new approach for handling numerical outputs. The result is a powerful algorithm that can be used for classification or prediction of numerical as well as nominal values.

Additional tests could be performed to compare FuzzyRULES-II with other fuzzy algorithms. A method to automate the creation of output membership functions could also be considered to increase the robustness of the learning algorithm further.
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