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Abstract—Cancer Care involves not only handling patients' medical or physical needs but also other services to facilitate patient needs which are underpinned by appropriate software systems that assist in patient care processes. The Service-Oriented Architecture (SOA) model of computing has become widely adopted and can provide efficient and agile business solutions in the face of rapid changes to business requirements. Instead of adopting a more traditional way of building an IT system for Cancer Care by rigidly piecing together a collection of hardware, software and networking, SOA offers the opportunity to build the IT systems in an increasingly flexible and reconfigurable way. However, current service identification methods can suffer from shortcomings such as a lack of computational support, and not being able to address all the necessary activities of the service identification. To address these shortcomings, this paper presents a comprehensive metaheuristic search framework for deriving SOA-based services applied to Cancer Care business process models. This framework is evaluated using both quantitative and qualitative methods with the help of domain experts at King Hussein Cancer Centre (KHCC), Jordan. Evaluation by domain experts confirmed that the resulting services are feasible (i.e., valid services that can be practically applied for real-life projects) that the domain experts might not have arrived at manually. Statistical analysis shows candidate services produced by the search-based framework are superior to the services produced manually by domain experts at KHCC with respect to metrics for coupling and cohesion.

Index Terms—Service Identification Methods, Cancer Care Software Services, SBSE, Search-based Software Engineering, Business Process Modelling, BPMN

I. INTRODUCTION

Service Oriented Architecture (SOA) has been widely utilised for providing effective and agile solutions to achieve business-IT alignment [1]. Utilising SOA systems helps to keep abreast with the rapid changes in the business environment [2]. Using an SOA paradigm to build software systems for the Cancer Care supports the on-going improvement of the underlying business processes that support it. Identifying software services that satisfy the Cancer Care is one of the key activities in developing SOA solutions that contribute to the fields of SOA and Healthcare [3]. However, there is a body of evidence to suggest that identifying the right services is a difficult, non-trivial, and cognitively demanding task to perform [4]. Identifying the wrong services at this stage causes deleterious consequences for downstream development [5]. Errors made at this stage can be propagated through to the next stages of design, implementation, and verification [6].

However, service identification methods (SIMs) can suffer from serious shortcomings. For example, the majority of SIMs are not fully comprehensive as they do not cover all the phases of service identification (i.e., the majority of SIMs address the service identification phase alone), and therefore, some critical aspects of service identification may be ignored [1]. In addition, there is a lack of computational support such that SIMs rely heavily on the software engineer to fulfil the service identification activities [7].

Computationally intelligent support has, however, been applied to address software development in the field of software engineering. For example, Search-Based Software Engineering (SBSE) is an approach that applies bio-inspired metaheuristic search techniques such as genetic algorithms or ant colony optimisation to software systems engineering problems [8], [9]. Finding the optimum solution using dynamic programming or linear programming may not be feasible or practical for large-scale software engineering problems because of the
computational complexity. Thus, researchers and practitioners have used metaheuristic search techniques to find near optimal or good-enough software solutions [10]. Because of this, we hypothesise that SBSE techniques can be utilised to address service identification as an optimisation problem. Indeed, we propose that using SBSE techniques can computationally support the process of deriving candidate service for Cancer Care, while at the same time enriching the quality of these services via a selected set of design metrics related to coupling and cohesion. To investigate this proposal and utilise the SBSE in the best way to derive candidate services for Cancer Care, the following research questions are devised:

- **RQ1:** To what extent can role-based business process models such as the BPMN 2.0 models be mapped to Service Oriented Architectures (SOAs)?
- **RQ2:** In what ways can SOA services be best represented for metaheuristic search?
- **RQ3:** How can the services solution space be effectively and efficiently explored and exploited?

In this paper, a novel metaheuristic search framework for service identification is introduced to derive SOA candidate solutions for the Cancer Care from the Business Process Modelling and Notation (BPMN). This top-down framework aims to ensure business-IT alignment. One of the key objectives of this framework is to provide computationally intelligent support for all activities of service identification. In addition, it aims to enrich the quality of the resulting solutions by exploring and exploiting the search space until finding high-quality solutions that are measured using quantitative design metrics.

Moreover, using an interactive human preference to steer the trajectory of the search is anticipated to enrich the quality of the resulting solutions [11]. However, interactive context is out of the scope of this paper, but this research aims to develop a flexible framework that enables the use of the interactive search in the future.

The remainder of this paper is outlined as follows. Section 2 presents the current work focusing issues of top-down service identification methods. Section 3 introduces the proposed metaheuristic search framework for service identification from Cancer Care business process models. The framework is demonstrated in Section 4 and evaluated in Section 5 using domain experts from KHCC, Jordan. Finally, we conclude the paper and suggest directions for future study in section 6.

II. BACKGROUND

A. The State-of-the-art in Service Identification

The issue of bridging the gap between the business context and software systems has gained the attention of many researchers and practitioners in the last decade [12]. Investigating the business-IT alignment requires focusing on top-down approaches that aim to derive candidate services from the business process. Therefore, the focus of this research attempt is on methods that start from a high-abstract input type such as the business process, business goals, and business requirements. A semi-automated approach for service identification was presented in [1]. This approach aims to achieve the business-IT alignment by deriving the SOA services from the business process or business goals. Although this SIM automates some service identification activities, the human involvement is required at some stages. In addition, a static clustering algorithm is adopted, which produces one candidate solution only.

In their attempt [3] Yousef (2010) have proposed BPAontoSOA which is an ontology-based top-down SIM that derives candidate services from the enterprise Business Process Architecture (BPA). This method manages all the phases of the service identification and produces a list of candidate SOA services. However, not all the phases of the service identification are automated, thus the human should handle some activities. In addition, the static clustering algorithm utilised by BPAontoSOA uses the relationships between business elements as the only quantitative measure of service identification. Which neglects some important factors such as human qualitative feedback during the service identification process and if there are tight relations between services, solutions may not conform to SOA principles.

In their paper, [13] present a research attempt that adopts business process models to derive SOA services. The presented method comprises three phases. Firstly, the preparation phase (i.e., to determine the scope and define the stakeholders). Secondly, the service analysis phase (i.e., utilises the SOA principles to check for IT feasibility). And thirdly, the service categorisation phase, in which the service-types and operations are defined (i.e., the output refinement phase). The main drawback of this method is the lack of automation, which means that the software engineer handles all the mapping activities based on a set of guidelines.

In a further research, [14] adopt a graph clustering approach to identify the services from the BPMs. The clustering algorithm measures the relationships between the activities in order to reduce the coupling and increase the cohesion between the local tasks. In addition, this approach prepares the input data in a specific level of granularity that helps to fulfill the service identification process. However, this SIM adopts a static algorithm only that uses the quantitative measures only to map the business activities to the corresponding services. Thus, the human evaluation is neglected. Moreover, the details of the identification approach are not revealed, which makes it impossible to reproduce the algorithm or repeat the experiment.

In a further research, [6] have proposed a top-down search-based SIM that uses a genetic algorithm (i.e., GA) to identify business services from the enterprise business processes. This SIM automates the phase of service identification and uses a set of quantitative design metrics to measure the resulting solutions. This method focuses only on the automation of the service identification phase, however, the other phases of SOA service derivation are not fully addressed. The other limitation is the lack of using the qualitative assessment of experts to examine the quality of the services, while at the
same time relying on the human to prepare the input elements, such as extracting elements from business process models and preparing the output. The outcome of this method is a list of candidate services not a full SOA solution.

Another research attempt to propose a SIM is presented in [5], in which a top-down SIM to identify services from business process models is presented. This SIM adopts a metaheuristic search algorithm and uses quantitative measures to evaluate the service abstractions, such as coupling, cohesion and reusability. This method produces a list of candidate services that are feasible and conform to the pre-defined business requirement. However, this method addresses a set of activities that covers one phase of the full-service identification process. It considers the clustering of business activities to produce a list of clusters (i.e., candidate services) but not full cycle model. Other activities of the service identification are managed either by the business architect (e.g., preparing the business elements in a CRUD matrix), or by solution architect (e.g., producing a full SOA model out of the resulting services). Moreover, the interactive preference of human experts is not considered during the process of service identification, which depends mainly on the quantitative measures of the design metrics.

B. Conclusion Remarks

This paper presents the set of the most important capabilities that should construct a comprehensive framework for service identification. Deriving high-quality candidate services requires the development of a comprehensive framework that manages all phases of service identification. The automation is another significant aspect to be addressed. In addition, deriving services for Cancer Care makes gives this research a higher level of importance. Although the derivation of candidate services has a great impact on the entire development lifecycle of the SOA applications, the capabilities specified above have not been fully satisfied by any of the works cited in this paper. There is still a need for a comprehensive framework that automates the full process of service identification while achieving the business-IT alignment.

III. THE PROPOSED FRAMEWORK

This section presents the proposed framework for Cancer Care service identification from BPMN. The first part of this section presents the layers of the proposed framework. This part aims to address the first and second research questions (RQ1 and RQ2) of this paper. The second part shows the components of the search-based algorithm. This part of the section aims to address the third research question (RQ3).

A. The layered framework

The proposed framework comprises three layers and each layer manages a specific task. This design enables a high-level of flexibility to update any part of this framework. For example, change the meta-model of the input business process in the first layer, or utilise different techniques for service identification in the second layer (e.g., search or interactive search). The three layers are (i) the input BPMN preparation layer, (ii) the service identification layer, and (iii) the service refinement layer. Fig. 1 presents the layers of the framework. The outcomes of each layer feed into the lower layer in order to produce candidate solutions for Cancer Care.

![Fig. 1. The layered framework for service identification](image)

(i) The BPM preparation layer: the purpose of this layer is to prepare the input Cancer Care business models (i.e., in BPMN format) in the right granularity level in order to construct the search space. This step is important to enhance the performance of the search and protect the chronological sequence of the business process. Three sub-layers comprise this layer in order to satisfy the objective of the input preparation layer.

1) Business process modelling: in this sub-layer, the BPMN models are traversed to collect information about the business process elements the flow of activities. The collected data include the element type, the role ID, the role name, and the position of the element in the sequence flow.

2) Generalisation: this sub-layer helps to categorise the business process elements into groups based on the semantic
similarities. A tag is assigned to each business process element based on its type. Although BPMN is adopted by this research, this sub-layer is important as it supports using different role-based modelling languages such as role activity diagrams (RAD) as input. The output of this sub-layer is a set of search space elements (SSEs) that are the basic building blocks of the search space.

3) Representation: the mechanism to map the resulting SSEs from the previous sub-layer to the candidate services. The representation should be designed to enable the exploration and exploitation of the search space through the corresponding genetic operators (e.g., crossover and mutation). The representation along with the corresponding genetic operators will be discussed in more detail in the second part of this section.

The output of the input data preparation layer is an initial search space that comprises a set of SSEs. Creating the abstract SSEs and representing them in a way that maps the BPMs to SOA candidate services has many advantages. It allows a more efficient search because managing a smaller number of elements in the search space (i.e., SSEs) is easier than managing all of the raw elements. In addition, the SSEs protect the essential sequential flow of business activities.

(ii) The service identification layer: this layer aims to assign the SSEs to the candidate services such that the distribution of these elements will result in effective and efficient solutions. Grouping SSEs into candidate services is based in the first place on the relationships between these elements. Therefore, it is recommended to allocate SSEs with strong relationships in the same candidate service. However, it is important to show a clear purpose of each candidate service, which encourages to have a fewer number of SSEs in the resulting services. In order to measure the extent to which these two factors are applied in a specific solution, a fitness function will be used. The design metrics that comprise the fitness function examine the relationships between different services (i.e., coupling) and the clear purpose of each candidate service (i.e., cohesion). The fitness function is discussed in the second part of this section. Since the service identification is considered as an optimisation problem, the genetic algorithm will manage to find effective (i.e., with high fitness values) and efficient (i.e., in a short time) solutions. The best situation of a resultant candidate solution is when SSEs inside each service have the maximum intra-relations (i.e., internal relations inside a service) and minimum inter-relations (i.e., relations between services) [1]. This supports the reusability of the resulting services by producing services with high cohesion and low coupling.

(iii) The candidate service refinement layer: Web services have been defined as web application components that can be published, found and used on the Web [15]. A standard XML-based interface definition language that is used to describe the functionalities of a web service is called the Web Services Description Language (WSDL) [16]. Constructing the WSDL files is a needed step to produce an SOA solution, therefore, this layer aims to map each element in the resulting candidate services to the corresponding component of a WSDL file. Although there is no direct one-to-one matching between the business process elements and the WSDL components, the elements inside the resulting candidate services are either assigned to a corresponding component (e.g., task is assigned to operation) or used to do a specific functionality (e.g., message flows are assigned to service inputs and outputs). Table I presents the main business process elements and the corresponding WSDL components.

Table I: Mapping the BPMN Elements to WSDL File Components

<table>
<thead>
<tr>
<th>BPMN 2.0 Element</th>
<th>WSDL component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity elements (e.g., User Task)</td>
<td>Operation</td>
</tr>
<tr>
<td>Data Elements</td>
<td>Service inputs and outputs</td>
</tr>
<tr>
<td>Messages</td>
<td></td>
</tr>
<tr>
<td>Events and connection elements</td>
<td>Binding, Interconnections, and</td>
</tr>
<tr>
<td></td>
<td>communications between services</td>
</tr>
</tbody>
</table>

This layer constructs the full standard structure of the WSDL file and places each component in the right place. The binding section in each WSDL file manages the connections between the resulting candidate services.

B. The search algorithm

Since the service identification can be addressed as an optimisation problem, a search-based technique will be used. A genetic algorithm (GA) is adopted for this research to perform the search for optimised solutions. The Multi-objective Genetic Algorithm (MoGA) is an enhancement of the Single-objective Genetic Algorithm which is a promising technique that attained good results with a variety of problems in software engineering. One of the most widely applied MoGA techniques is the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [17]. An enhancement version of NSGA-II is the NSGA-III [18]. This algorithm is designed to manage many objectives (i.e., more than two and could reach up to 20 objectives) by changing the selection mechanisms.

Although the MoGA techniques have shown promising results with different problems in software engineering, as well as in the field of service identification [5], [19], the objectives of this research suggest the adoption of a single-objective GA with a weighted-sum fitness function. This selection of a single-objective GA can be justified by two reasons. Firstly, the simplicity of the algorithm helps to maintain a focus on the context of bridging the gap between the business and the services rather than focusing on a large number of variables that are needed for a MoGA. Secondly, the single-objective GA can show more sensitivity to the human interaction, which paves the way to use the human interactive preference in the future to steer the trajectory of the search. A fitness function that includes a small number of design metrics is anticipated to be more sensitive to the interactive preference values. Which satisfies one of the main objectives of this research. As a consequence, just two design metrics are selected to create the objective fitness function (i.e., coupling and cohesion).
The GA contains two main components; the representation along with the genetic operators (i.e., selection, crossover, and mutation) and the fitness function. The GA can be implemented in different ways, for example, one way was the mechanism introduced by Goldberg [20]. Fig. 2 shows an activity diagram of the search-based GA adopted by this research. An integer-based representation is adopted, in which the SSEs have static positions, and an integer number that represents the service ID is assigned to each SSE. The genetic operators are applied to the integer service IDs such that changing the integer value that is assigned to a certain SSE indicates that the SSE belongs to a new candidate service that has the corresponding ID.

1) The Representation: This research adopts an integer representation approach that is inspired by [21] to represent the service identification problem. Chromosomes basically comprise only integer values, where the position of the gene within the chromosome represents the SSE, and the genes integer value denotes their service assignment. Each position in the vector is assigned to one SSE. Fig. 3 shows an example use of the representation technique in which SSE1 (i.e., the first gene) belongs to the 2nd service, whereas, SSE2 belongs to the 6th service. The resulting solution presented in this example is represented by the vector (2, 6, 6, 2, 1, 5, 3, 4, 1, 3). Since the chromosome representation assigns an SSE to each gene within the chromosome, the length of the chromosome consequently equals the number of SSEs in the search space. The positions of the elements in the first row are static and will not change. Instead, the genetic operators (i.e., crossover and mutation) would be applied to the gene position (i.e., the second row).

Adopting this representation method efficiently utilises integers to represent service IDs, which is a problem representation that naturally takes the form of grouping elements together [22], [23]. A key advantage of this representation technique is that it implements the check for constraints that guarantee the feasibility of the resulting SOA solutions. Therefore, resulting candidate services do not lack SSEs, and in addition, each SSE can appear in one service only. This significant advantage reduces the execution time and leads to an improvement in the performance of the search process. According to the representation method of adoption, the associated genetic operators are formulated as follows:

(a) Selection: the tournament selection mechanism is used by this research. A number of individuals are selected at random from the population for later breeding and the fittest individual among these selected individuals is chosen as a parent. This technique is selected because it is (i) coding efficient [24] (ii) has the capability to manage either maximisation or minimisation problems without performing any structural changes [25], and (iii) has the ability to create more diverse populations by providing a uniform probability for all population individuals to be in the new generation [23], [26].

(b) Crossover: A single point crossover operator is applied to represent the recombination. This function takes two parents and generates two offspring from them. This operator exchanges the allocation of SSEs. It is based on switching the mapping of two individuals around a pivot point that is selected at random [27]. Fig. 4 presents an example on the single point crossover operator. The position for the crossover point is selected randomly. The first child inherits the ID numbers from the first position to the crossover point in the first parent, i.e., p = 0, 1, 2, 3. It inherits the rest of IDs from the second parent where p=4, 5, 6, 7. The second child inherits the remaining service IDs. From two parents, the crossover produces two children.

(c) Mutation: The mutation operator is based on switching the mapping of two SSEs. Two positions are selected at random, and the service IDs at these positions are swapped [28]. Fig. 5 illustrates an example of applying the mutation.
operator. Note that the two service IDs at positions ‘1’ and ‘5’ were swapped.

2) The Fitness Function: the effective factors in deriving candidate services that are assessed using fitness function are coupling and cohesion. The choice of these two metrics is due to their strong influence on the granularity level as well as the reusability of the services [1], [5]. The fitness values highlight the quality of the desired solution by applying mathematical calculations to quantitatively assess the inner relations inside each service (i.e., the cohesion), and the degree of the relationship between one service and other services (i.e., the coupling value), see [5]. The first design metric is inspired by the coupling factor (CpF) [1]. Ideally, the resulting services are stand-alone i.e., they do not need to be connected to other services to fulfil any task. These services score a CpF of zero. The second design metric adopted is cohesion to reflect the extent that an SOA service has a clear purpose (i.e., service abstracts the underlying business), which can be achieved using the cohesion metric. The cohesion of Service (ChS) metric has been adopted by [29] to measure the intra-relations of a service. Thus, if the service performs only one function, the cohesion scores a ChS of 1.0. Good solutions are obtained through the minimization of CpF, and the maximization of ChS. A single-objective fitness function that aggregates values of all design metrics in a single value is implemented [30], [31]. The goal is to maximise the weighted sum of all the quality metrics [32].

a) Coupling: the coupling metric measures the relative degree of interdependence among services [33], by quantifying the extent to which the services within a solution are interconnected [34]. The conversation between the services is implemented using send/receive messages. The number of messages and the size of them are important factors in representing the degree of coupling between these services [1]. Although this is a simple count, it is very useful in identifying real-world problems by demonstrating the effectiveness of the general strategy [5]. Based on this, the coupling factor of a service X, denoted by CpF(x) is formulated in (1).

\[ CpF(x) = \frac{I_x}{SSE_x + I_x} \]  

(1)

where \( I_x \) represents the number of interactions with other services, and \( SSE_x \) is the number of the \( SSE \)s inside the service. For example, if a candidate service comprises six \( SSE \)s, and calls three other services, then the coupling factor \( CpF(x) = \frac{3}{6 + 3} = 0.33 \). If a candidate service comprises a number of \( SSE \)s but does not initiate any interactions (i.e., stand-alone service), the coupling factor will be zero.

b) Cohesion: this metric indicates the degree of strength of relationships between the operations of a service [5], [35]. Within a service, each \( SSE \) is strongly connected to other \( SSE \)s if their chronological relationships have a strong dependency [36]. The impact of grouping different tasks in one candidate service is minimising the cohesion of that service as it no longer focuses on a single functionality. Nevertheless, the strongest cohesion can be achieved when a service focuses on one conceptual task [37]. According to this description, the internal dependency (i.e., cohesion) metric helps to optimise the correlation of \( SSE \)s such that each candidate service encapsulates the more relevant \( SSE \)s. The formula for Cohesion of a Service \( x \), denoted by ChS(x), is presented in (2).

\[ ChS(x) = \frac{1}{|SSE_x|} \cdot \sum_{i=1}^{n} \delta_{ij} \]  

(2)

where \( \delta_{ij} = \begin{cases} 1, & SSE_i \text{ calls } SSE_j \\ 0, & \text{Otherwise} \end{cases} \)

\( I_x \) represents the number of elements inside the service, \( n \) is the number of potential connections inside the service, and \( \delta_{ij} \) represents the existence of a relationship between \( SSE_i \) and \( SSE_j \). A service contains three elements \( S = \{SSE_1, SSE_2, SSE_3\} \). \( SSE_1 \) requests data from \( SSE_2 \), and \( SSE_2 \) requests data from \( SSE_3 \). The total number of elements is three, whereas the number of connections between elements is two. Thus, the cohesion of service is calculated as follows: \( ChS(x) = (1/(3\cdot|3-1|)) \cdot 2 = (1/6) \cdot 2 = 1/3 \).

c) Weighted sum fitness function: The fitness function adopted by the search-based service identification method combines the coupling and cohesion design metrics in a single fitness value. The goal is to maximise the weighted sum of the fitness value. This can be achieved by finding the best allocation of \( SSE \)s in the candidate services that achieves high-cohesion and low-coupling. Examples of using similar approaches are found in [38], [39]. The fitness value will be calculated using the formula presented by (3).

\[ Fitness(x) = (Weight_{coupling} \cdot (1 - CpF(x))) + (Weight_{cohesion} \cdot ChS(x)) \]  

(3)

If the \( CpF(x) = 0.2 \) and \( ChS(x) = 0.70 \). Considering that coupling and cohesion have equal weights (i.e., 0.5 each), the fitness value is calculated as follows:

\[ Fitness(x) = 0.5 \cdot (10.2) + 0.5 \cdot 0.70 = 0.4 + 0.35 = 0.75. \]  

IV. DEMONSTRATION

Experiments in this section aim to demonstrate the service identification framework using a case study from the Cancer Care. Demonstrating the proposed framework is required to validate the service identification framework and examine its effectiveness and efficiency. In addition, it is useful to
examine the feasibility of the resulting solutions. To show that the search algorithm is useful to derive Cancer Care services, the first step is to create these services manually by experts and then use the search to automate the service identification process. By doing this, the comparison between the two techniques (manual and search) can be examined in terms of effectiveness (i.e., fitness values).

A. Experimental Design

With regard to the manual service identification process, seven domain experts from the King Hussein Cancer Centre (KHCC) with different levels of experience were recruited to participate in deriving the candidate SOA solutions from the BPMN models. The allocation of SSEs in candidate services is based on the relationships and interactions between these elements and relies upon the knowledge and experience of the participant domain experts. This experiment helps to show the capability of the proposed framework to derive achievable service solutions. Understanding the interactions between different SSEs relies upon the implicit knowledge and experience of the domain experts.

With regard to the search experiment, Initial parameter values have been derived from the literature of evolutionary computing or used by previous research studies [20], [22], [40]. Using a set of empirical trial-and-error experiments, the following parameters are found useful to perform the test: selection size is 7, crossover probability is 0.8, mutation probability is 0.03, population size is 100, number of generations is 500, and a generational replacement strategy is adopted. To examine reliability, each search is run 50 times to provide average population fitness curves. The search engine tool is implemented in Java, and the experiments are conducted on a standard desktop PC running the Microsoft Windows operating system.

B. The Case Study

The case study is an important empirical method for evaluating the resulting artefacts of the service identification framework. Selecting the right case study is a significant task as this supports the generalisation of the developed service identification framework to be used within other domains.

The Cancer Care and Registration (CCR) case study [3], [41] has been adopted to demonstrate the effectiveness of the metaheuristic search framework and its associated service identification methods. The CCR case study represents a real-world example for the KHCC in Jordan and has been assessed to be sufficient enough to carry out investigating the effectiveness of this framework [41]. This case study has been validated and improved by previous research attempts [3], [41], [42]. A traceability mechanism has been introduced to support tracing the CCR process elements for the service identification activities in this framework. And more specifically, this case study provides a comprehensive representation of the CCR process model activities such as the roles, the activities within the roles, and the interactions between the roles. In addition, the CCR case study has been examined to reveal a large scale and complexity that is sufficient enough to test the framework. Finally, the flexibility provided by the clear roles of the CCR process models supports constructing the SSEs at different levels of granularity.

C. Results

A sample solution is presented in Table II

<table>
<thead>
<tr>
<th>#</th>
<th>Abstract Functions</th>
<th>Main Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Patient and Imaging Dept.</td>
<td>Perform test and save the results</td>
</tr>
<tr>
<td>2</td>
<td>Patient and Radiotherapy Dept.</td>
<td>Begin treatment and check if imaging test is needed</td>
</tr>
<tr>
<td>3</td>
<td>Patient and Inpatient care specialists and nurses</td>
<td>Perform surgery and update patient’s file</td>
</tr>
<tr>
<td>4</td>
<td>Receptionist and Medical Records</td>
<td>Register patient’s details and save it in the library</td>
</tr>
<tr>
<td>5</td>
<td>Patient and Lab</td>
<td>Perform test and save the results</td>
</tr>
<tr>
<td>6</td>
<td>Inpatient care specialist and nurses And clerk clerk</td>
<td>Check patient’s financial state, review doctor’s orders and diagnoses patients and review old tests</td>
</tr>
<tr>
<td>7</td>
<td>Patient and Receptionist</td>
<td>Register patient’s details and book appointments</td>
</tr>
<tr>
<td>8</td>
<td>Patient general reception</td>
<td>Request and book appointments, inform the patient about the appointments and register patient’s details</td>
</tr>
<tr>
<td>9</td>
<td>Patient, doctor, registrar, receptionist and medical records clerk</td>
<td>Collect patient data, produce reports, book appointments with doctors, update patient’s record, review patient’s history, generate statistical reports and analyse collected data</td>
</tr>
</tbody>
</table>

Table III shows the population average fitness, coupling, and cohesion values after arriving at a fitness plateau using the search method. The average fitness value is 0.761 (Coupling=0.152, and Cohesion=0.673). The average fitness value is 0.498 (Coupling=0.211, and Cohesion=0.208). Since the aim is to maximise fitness, it is observed that fitness values achieved by the search-based solutions (i.e., average, is 0.761) are higher than fitness values achieved manually (i.e., 0.498). This reflects the superior coupling values between the services produced using the search, as well as the high cohesion in each of these candidate services when compared to the manual services. The low-coupling potentially enables more stand-alone functionality. Moreover, the high cohesion values achieved for the services reflect a clarity in their purpose. Fitness value for coupling and cohesion are aggregated within a maximization function, and therefore, the higher the fitness, the better the solution.

V. Evaluation

Domain experts have confirmed that the resulting services are valid and adhere to SOA principles. This shows that the search-based framework is capable of producing valid SOA candidate solutions that are accepted by experts. The outcomes of the search method achieve higher fitness values in comparison with the fitness values obtained manually.
The larger number of configurations that are available in the search landscape allows for the production of more candidate solutions with better fitness values. In contrast, the landscape for solutions produced by domain experts is limited and relies on the knowledge and experience of the domain experts. The capability of the search method to find a better optimisation amongst a large population is much higher than the capability of a domain expert to find such an optimisation, which explains the large difference between the fitness values obtained using the two methods. To compare the means of the two populations produced by two independent methods (i.e., the search and manual), a test for the distribution of the data should be conducted to confirm that the sample data have been drawn from a normally distributed population. Due to the small sample size, a Shapiro-Wilk test for normality is performed at an alpha level of 0.05. For both the search and manual data samples, the p-values are greater than the alpha level (i.e., 0.961 for search, and 0.804 for manual). In addition, the skewness and kurtosis are within acceptable limits of ±2 [43]–[45]. This implies that the data are normally distributed and that indicates the possibility of performing a parametric test such as the t-test. Table IV shows some statistics and Table V presents the results of conducting the statistical analysis test on the two samples sets.

### Table III

<table>
<thead>
<tr>
<th>Solution</th>
<th>Search</th>
<th>Manual</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.761</td>
<td>0.52</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>0.461</td>
</tr>
<tr>
<td>3</td>
<td>0.762</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>0.758</td>
<td>0.53</td>
</tr>
<tr>
<td>5</td>
<td>0.758</td>
<td>0.47</td>
</tr>
<tr>
<td>6</td>
<td>0.77</td>
<td>0.436</td>
</tr>
<tr>
<td>7</td>
<td>0.765</td>
<td>0.492</td>
</tr>
<tr>
<td>Average</td>
<td>0.761</td>
<td>0.498</td>
</tr>
</tbody>
</table>

The population average fitness values at a fitness plateau using the search and the manual methods is associated with statistically significantly different mean fitness values, an independent samples t-test is performed. The independent samples t-test is associated with a statistically significant effect in comparison with the two methods; the fitness \( t(12) = 13.64, p \leq 0.05 \). Thus, the \( \text{SearchFitness} \) samples are associated with a statistically significant larger mean fitness value than the \( \text{ManualFitness} \) samples. Cohen’s \( d \) is estimated at 7.39 with effect-size \( r \) estimated at 0.965, which is a large effect based on Cohens guidelines [46]. Based on the results and analysis, the search method outperforms the manual method. The search is a fully automated comprehensive top-down framework that comprises all the phases of the service identification. This fully-automated framework supports the agility, reuse and composability of SOA services [47], [48]. In addition, it is concluded that the representation method, with the associated genetic operators, has implemented the service constraints such that the resulting solutions are feasible and conform to the SOA principles of low coupling and high cohesion.

### Table IV

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search</td>
<td>0.761</td>
<td>0.006</td>
<td>0.002</td>
</tr>
<tr>
<td>Manual</td>
<td>0.498</td>
<td>0.05</td>
<td>0.019</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>t-value</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
<th>Cohens d</th>
<th>Effect-size r</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.64</td>
<td>12</td>
<td>0.00 (&lt;.05)</td>
<td>7.39</td>
<td>0.965</td>
</tr>
</tbody>
</table>

The \( \text{SearchFitness} \) group (\( N = 7 \)) is associated with a fitness value (\( M= 0.761, SD=0.006 \)). By comparison, the \( \text{ManualFitness} \) group (\( N = 7 \)) is associated with a numerically smaller fitness value (\( M=0.498, SD=0.05 \)). To test the hypothesis that the \( \text{SearchFitness} \) in comparison with \( \text{ManualFitness} \) is associated with statistically significantly different mean fitness values, an independent samples t-test is performed. The independent samples t-test is associated with a statistically significant effect in comparison with the two methods; the fitness \( t(12) = 13.64, p \leq 0.05 \). Thus, the \( \text{SearchFitness} \) samples are associated with a statistically significant larger mean fitness value than the \( \text{ManualFitness} \) samples. Cohen’s \( d \) is estimated at 7.39 with effect-size \( r \) estimated at 0.965, which is a large effect based on Cohens guidelines [46]. Based on the results and analysis, the search method outperforms the manual method. The search is a fully automated comprehensive top-down framework that comprises all the phases of the service identification. This fully-automated framework supports the agility, reuse and composability of SOA services [47], [48]. In addition, it is concluded that the representation method, with the associated genetic operators, has implemented the service constraints such that the resulting solutions are feasible and conform to the SOA principles of low coupling and high cohesion.

### VI. Conclusions

In this paper, different challenges that face service identification methods have been identified, not least the cognitive difficulties of manual service identification by software engineers. To address these challenges, a novel metaheuristic search framework has been developed using a genetic algorithm to support the software engineer for the totality of service identification activities. Moreover, this framework has provided computationally intelligent support for the identification of services from business processes models applied to a designated Cancer Care at the King Hussein Cancer Center. The comprehensive framework takes a set of BPMN models as input, frames them at an appropriate granularity level, and then formulates a search space with traceable building blocks, or 'search space elements' (SSEs). In a subsequent step, a genetic algorithm explores and exploits the search space to arrive at optimal candidate services that adhere to SOA principles such as coupling and cohesion.

It is concluded that role-based business process models such as BPMN 2.0 can indeed be mapped to Service-Oriented Architectures, and the mapping has been realised by a comprehensive framework that derives Cancer Care services from BPMN models. The representation of the search space elements ensures the feasibility of resulting candidate service solutions.

Experiments show that the search-based technique for service identification proposed in this paper has been configured and parameters tuned to achieve promising exploration and exploitation of the search space to find effective solutions. In comparison with the services produced manually by domain experts, the search technique has produced more effective service solutions.

Overall, the findings of this paper suggest that the metaheuristic search-based framework provides an effective and novel technique to derive Cancer Care services from BPMN models. Evaluation by domain experts confirmed that the
resulting services are feasible and useful solutions that the domain experts might not have arrived at had they been identifying the services manually. Indeed, statistical analysis shows candidate services produced by the search-based framework are superior to the services produced manually by domain experts at KHCC with respect to metrics for coupling and cohesion.

In future research, we plan to extend the impact of this work in two areas. Firstly, we plan to expand the generalisability of the research by examining the performance of the framework in other health-care problem domains and beyond. Secondly, it would be worthwhile to investigate how domain expert insight and preferences might be incorporated within the computationally intelligent search to combine qualitative evaluation of the domain expert with the quantitative fitness selection in the genetic algorithm.
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